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Dear Reader,
 

Thank you for choosing Mastering VMware vSphere 5. This book is part of a family of premium-quality Sybex books, all of which are written by outstanding authors who combine practical experience with a gift for teaching.
 

Sybex was founded in 1976. More than 30 years later, we’re still committed to producing consistently exceptional books. With each of our titles, we’re working hard to set a new standard for the industry. From the paper we print on, to the authors we work with, our goal is to bring you the best books available.
 

I hope you see all that reflected in these pages. I’d be very interested to hear your comments and get your feedback on how we’re doing. Feel free to let me know what you think about this or any other Sybex book by sending me an email at nedde@wiley.com. If you think you’ve found a technical error in this book, please visit http://sybex.custhelp.com. Customer feedback is critical to our efforts at Sybex.
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Introduction
 

I remember in 2004 (or was it 2003?) when I first started describing the use of server virtualization to a colleague of mine. VMware was pretty much the only vendor in the server virtualization space at the time, and I was describing to him how you could use virtualization to run multiple instances of an operating system on the same physical hardware. I was so excited. He merely asked, “Why in the world would you want to do that?”
 

The times have changed quite a bit since that time, and now virtualization—especially server virtualization—is readily embraced in corporate datacenters worldwide. VMware has gone from a relatively small vendor to one of the corporate heavyweights, garnering a commanding share of the server virtualization market with their top-notch virtualization products. Even now, when other companies such as Microsoft and Citrix have jumped into the server virtualization space, it’s still VMware that’s almost synonymous with virtualization. For all intents and purposes, VMware invented the market.
 

If you’re reading this, though, there’s a chance you’re just now starting to learn about virtualization. What is virtualization, and why is it important to you?
 

I define virtualization as the abstraction of one computing resource from another computing resource. Consider storage virtualization; in this case, you are abstracting servers (one computing resource) from the storage to which they are connected (another computing resource). This holds true for other forms of virtualization, too, like application virtualization (abstracting applications from the operating system). When most information technology professionals think of virtualization, they think of hardware (or server) virtualization: abstracting the operating system from the underlying hardware on which it runs and thus enabling multiple operating systems to run simultaneously on the same physical server. That is the technology on which VMware has built its market share.
 

Almost singlehandedly, VMware’s enterprise-grade virtualization solution has revolutionized how organizations manage their datacenters. Prior to the introduction of VMware’s powerful virtualization solution, organizations bought a new server every time a new application needed to be provisioned. Over time, datacenters became filled with servers that were all using only a fraction of their overall capacity. Even though these servers were operating at only a fraction of their total capacity, organizations still had to pay to power them and to dissipate the heat they generated.
 

Now, using VMware’s server virtualization products, organizations can run multiple operating systems and applications on their existing hardware, and new hardware needs to be purchased only when capacity needs dictate. No longer do organizations need to purchase a new physical server whenever a new application needs to be deployed. By stacking workloads together using virtualization, organizations derive greater value from their hardware investments. They also reduce operational costs by reducing the number of physical servers and associated hardware in the datacenter, in turn reducing power usage and cooling needs in the datacenter. In some cases these operational cost savings can be quite significant.
 

But consolidation is only one benefit of virtualization; companies also realize greater workload mobility, increased uptime, streamlined disaster-recovery options, and a bevy of other benefits from adopting virtualization. And virtualization, specifically server virtualization, has created the foundation for a new way of approaching the computing model: cloud computing.
 

Cloud computing is built on the tenets of broad network access, resource pooling, rapid elasticity, on-demand self service, and measured service. Virtualization, such as that provided by VMware’s products, enables the IT industry to embrace this new operational model of more efficiently providing services to their customers, whether those customers are internal (their employees) or external (partners, end users, or consumers). That ability to efficiently provide services is the reason why virtualization is important to you.
 

This book provides all the information you, as an information technology professional, need to design, deploy, configure, manage, and monitor a dynamic virtualized environment built on VMware’s fifth-generation enterprise-class server virtualization product, vSphere 5.
 

What Is Covered in This Book
 

This book is written with a start-to-finish approach to installing, configuring, managing, and monitoring a virtual environment using the VMware vSphere 5 product suite. The book begins by introducing the vSphere product suite and all of its great features. After introducing all of the bells and whistles, this book details an installation of the product and then moves into configuration. This includes configuring vSphere’s extensive networking and storage functionality. I wrap up the configuration section with sections on high availability, redundancy, and resource utilization. Upon completion of the installation and configuration, I move into virtual machine creation and management and then into monitoring and troubleshooting. This book can be read from cover to cover to gain an understanding of the vSphere product suite in preparation for a new virtual environment. Or it can also be used as a reference for IT professionals who have begun their virtualization and want to complement their skills with real-world tips, tricks, and best practices as found in each chapter.
 

This book, geared toward the aspiring as well as the practicing virtualization professional, provides information to help implement, manage, maintain, and troubleshoot an enterprise virtualization scenario.
 

Here is a glance at what’s in each chapter:
 


Chapter 1: Introducing VMware vSphere 5 I begin with a general overview of all the products that make up the vSphere 5 product suite. This chapter also covers vSphere licensing and provides some examples of benefits that an organization might see from adopting vSphere as its virtualization solution.

 

Chapter 2: Planning and Installing VMware ESXi This chapter looks at selecting the physical hardware, choosing your version of VMware ESXi, planning your installation, and actually installing VMware ESXi, both manually and in an unattended fashion.

 

Chapter 3: Installing and Configuring vCenter Server In this chapter, I dive deep into planning your vCenter Server environment. vCenter Server is a critical management component of vSphere, and so this chapter discusses the proper design, planning, installation, and configuration for vCenter Server.

 

Chapter 4: Installing and Configuring vSphere Update Manager This chapter describes what is involved in planning, designing, installing and configuring vSphere Update Manager. You’ll use vCenter Update Manager to keep your vSphere environment patched and up to date.

 

Chapter 5: Creating and Configuring Virtual Networks The virtual networking chapter covers the design, management, and optimization of virtual networks, including new features like the vSphere Distributed Switch and the Cisco Nexus 1000V. In addition, it initiates discussions and provides solutions on how to integrate the virtual networking architecture with the physical network architecture while maintaining network security.

 

Chapter 6: Creating and Configuring Storage Devices This in-depth chapter provides an extensive overview of the various storage architectures available for vSphere. This chapter discusses Fibre Channel, iSCSI, and NAS storage design and optimization techniques as well as storage features like thin provisioning, multipathing, and round-robin load balancing.

 

Chapter 7: Ensuring High Availability and Business Continuity This exciting chapter covers the hot topics regarding business continuity and disaster recovery. I provide details on building highly available server clusters in virtual machines. In addition, this chapter discusses the use of vSphere High Availability (HA) and vSphere Fault Tolerance (FT) as ways of providing failover for virtual machines running in a vSphere environment. I also discuss backup options using vSphere’s Storage APIs—Data Protection and Data Recovery.

 

Chapter 8: Securing VMware vSphere Security is an important part of any implementation, and in this chapter I cover different security management aspects, including managing direct ESXi host access and integrating vSphere with Active Directory. This chapter also covers how to manage user access for environments with multiple levels of system administration and how to employ Windows users and groups in conjunction with the vSphere security model to ease the administrative delegation that comes with enterprise-level deployments. I also touch on the VMware vShield family of products and discuss some techniques for incorporating security through the vSphere environment.

 

Chapter 9: Creating and Managing Virtual Machines This chapter introduces the practices and procedures involved in provisioning virtual machines through vCenter Server. In addition, you’re introduced to timesaving techniques, virtual machine optimization, and best practices that will ensure simplified management as the number of virtual machines grows larger over time.

 

Chapter 10: Using Templates and vApps Chapter 10 introduces the idea of templates, a mechanism for more rapidly deploying standardized VM images. I also discuss cloning and the concept of a vApp—a specialized container used by vSphere for the distribution of multi-VM environments. I also discuss the OVF standard used by VMware and other vendors for distributing VMs.

 

Chapter 11: Managing Resource Allocation  In this chapter I provide a comprehensive look at managing resource allocation. From individual virtual machines to resource pools to clusters of ESXi hosts, this chapter explores how resources are consumed in vSphere and addresses the mechanisms you can use—reservations, limits, and shares—to manage and modify that resource allocation.

 

Chapter 12: Balancing Resource Utilization Resource allocation isn’t the same as resource utilization, and this chapter follows up the discussion of resource allocation in Chapter 11 with a look at some of the ways vSphere offers to balance resource utilization. In this chapter, you’ll learn about vSphere vMotion, Enhanced vMotion Compatibility, vSphere Distributed Resource Scheduler (DRS), Storage vMotion, and Storage DRS.

 

Chapter 13: Monitoring VMware vSphere Performance In Chapter 13 I look at some of the native tools in vSphere that give virtual infrastructure administrators the ability to track and troubleshoot performance issues. The chapter focuses on monitoring CPU, memory, disk, and network adapter performance across ESXi hosts, resource pools, and clusters in vCenter Server.

 

Chapter 14: Automating VMware vSphere Many tasks VMware vSphere administrators face are repetitive, and here automation can help. In Chapter 14 I discuss several different ways to bring automation to your vSphere environment, including vCenter Orchestrator and PowerCLI.

 

Appendix A: Solutions to the Master It Problems This appendix offers solutions to the Master It problems at the end of each chapter.

 



 

The Mastering Series
 

The Mastering series from Sybex provides outstanding instruction for readers with intermediate and advanced skills, in the form of top-notch training and development for those already working in their field and clear, serious education for those aspiring to become pros. Every Mastering book includes the following:
 

 

 
	Real-World Scenarios, ranging from case studies to interviews, that show how the tool, technique, or knowledge presented is applied in actual practice
 

 
	Skill-based instruction, with chapters organized around real tasks rather than abstract concepts or subjects
 

 
	Self-review test questions, so you can be certain you’re equipped to do the job right
 


 

The Hardware behind the Book
 

Because of the specificity of the hardware for installing VMware vSphere 5, it can be difficult to build an environment in which you can learn by implementing the exercises and practices detailed in this book. It is possible to build a practice lab to follow along with the book; however, the lab will require specific hardware and might be quite costly. Be sure to read Chapter 2 and Chapter 3 before you attempt to construct any type of environment for development purposes.
 

For the purpose of writing this book, I used the following hardware configuration:
 

 

 
	Four Cisco UCS B200 blade servers connected to a pair of UCS 6120 fabric interconnects
 

 
	Four Dell PowerEdge R610 servers
 

 
	Several models of Fibre Channel host bus adapters (HBAs) and Fibre Channel over Ethernet (FCoE) converged network adapters (CNAs), including adapters from both QLogic and Emulex
 

 
	Intel X520 10 Gigabit Ethernet network adapters
 

 
	A number of different storage arrays, including  

 
	NetApp FAS6080

 
	EMC Symmetrix VMAX

 
	EMC VNX7500


 



 

 
	Several models of Fibre Channel switches, including Cisco MDS 9134 and MDS 9148, Brocade 200e, and Brocade Silkworm 3800 Fibre Channel switches
 

 
	Several models of Ethernet switches, including Cisco Nexus 5010 and Dell PowerConnect 6248
 


 

Clearly, this is not the sort of environment to which most people have access. For entry-level NFS and iSCSI testing, a number of vendors including EMC, HP, and NetApp offer virtual storage appliances or simulators that you can use to gain some familiarity with shared storage concepts and that specific vendor’s products. I encourage you to use these sorts of tools where applicable in your learning process.
 

Special thanks go to Brocade, Cisco, Dell, EMC, Intel, and NetApp for their help in supplying the equipment used during the writing of this book.
 

Who Should Buy This Book
 

This book is for IT professionals looking to strengthen their knowledge of constructing and managing a virtual infrastructure on vSphere 5. While the book can also be helpful for those new to IT, a strong set of assumptions is made about the target reader:
 

 

 
	A basic understanding of networking architecture
 

 
	Experience working in a Microsoft Windows environment
 

 
	Experience managing DNS and DHCP
 

 
	A basic understanding of how virtualization differs from traditional physical infrastructures
 

 
	A basic understanding of hardware and software components in standard x86 and x64 computing
 


 

How to Contact the Author
 

I welcome feedback from you about this book or about books you’d like to see from me in the future. You can reach me by writing to scott.lowe@scottlowe.org or by visiting my blog at http://blog.scottlowe.org.
 


  
Chapter 1
 

Introducing VMware vSphere 5
 

Now in its fifth generation, VMware vSphere 5 builds on previous generations of VMware’s enterprise-grade virtualization products. vSphere 5 extends fine-grained resource allocation controls to more types of resources, enabling VMware administrators to have even greater control over how resources are allocated to and used by virtual workloads. With dynamic resource controls, high availability, unprecedented fault-tolerance features, distributed resource management, and backup tools included as part of the suite, IT administrators have all the tools they need to run an enterprise environment ranging from a few servers up to thousands of servers.
 

In this chapter, you will learn to
 

 

 
	Identify the role of each product in the vSphere product suite
 

 
	Recognize the interaction and dependencies between the products in the vSphere suite
 

 
	Understand how vSphere differs from other virtualization products
 


 

Exploring VMware vSphere 5
 

The VMware vSphere product suite is a comprehensive collection of products and features that together provide a full array of enterprise virtualization functionality. The vSphere product suite includes the following products and features:
 

 

 
	VMware ESXi
 

 
	VMware vCenter Server
 

 
	vSphere Update Manager
 

 
	VMware vSphere Client and vSphere Web Client
 

 
	VMware vShield Zones
 

 
	VMware vCenter Orchestrator
 

 
	vSphere Virtual Symmetric Multi-Processing
 

 
	vSphere vMotion and Storage vMotion
 

 
	vSphere Distributed Resource Scheduler
 

 
	vSphere Storage DRS
 

 
	Storage I/O Control and Network I/O Control
 

 
	Profile-Driven Storage
 

 
	vSphere High Availability
 

 
	vSphere Fault Tolerance
 

 
	vSphere Storage APIs for Data Protection and VMware Data Recovery
 


 

Rather than waiting to introduce these products and features in their own chapters, I’ll introduce each product or feature in the following sections. This will allow me to explain how each product or feature affects the design, installation, and configuration of your virtual infrastructure. After I cover the features and products in the vSphere suite, you’ll have a better grasp of how each of them fits into the design and the big picture of virtualization.
 

Certain products outside the vSphere product suite extend the vSphere product line with new functionality. Examples of these additional products include VMware View, VMware vCloud Director, VMware vCloud Request Manager, VMware vCenter AppSpeed, and VMware vCenter Site Recovery Manager, just to name a few. Because of the size and scope of these products and because they are developed and released on a schedule separate from VMware vSphere, they are not covered in this book.
 

As of the writing of this book, VMware vSphere 5 is the latest release of the VMware vSphere product family. This book covers functionality found in version 5. Where possible, I’ve tried to note differences between 4.x and 5. For detailed information on VMware vSphere 4.0, refer to Mastering VMware vSphere 4, also published by Sybex.
 

To help simplify navigation and to help you find information on the breadth of products and features in the vSphere product suite, I’ve prepared Table 1.1, which contains cross-references to where you can find more information about that particular product or feature elsewhere in the book.
 

Table 1.1 Product and feature cross-references
 


	VMware vSphere Product or Feature
	More Information Found in This Chapter



	VMware ESXi
	Installation – Chapter 2 
Networking – Chapter 5 
Storage – Chapter 6


	VMware vCenter Server
	Installation – Chapter 3 
Networking – Chapter 5 
Storage – Chapter 6 
Security – Chapter 8


	vSphere Update Manager
	Chapter 4


	vSphere Client and vSphere Web Client
	Installation – Chapter 2 
Usage – Chapters 3


	VMware vShield Zones
	Chapter 8


	VMware vCenter Orchestrator
	Chapter 14


	vSphere Virtual Symmetric Multi-Processing
	Chapter 9


	vSphere vMotion and Storage vMotion
	Chapter 12


	vSphere Distributed Resource Scheduler
	Chapter 12


	vSphere Storage DRS
	Chapter 12


	Storage I/O Control and Network I/O Control
	Chapter 11


	Profile-Driven Storage
	Chapter 6


	vSphere High Availability
	Chapter 7


	vSphere Fault Tolerance
	Chapter 7


	vSphere Storage APIs for Data Protection
	Chapter 7


	VMware Data Recovery
	Chapter 7



 

First I look at the actual products that make up the VMware vSphere product suite, and then I examine the major features. Let’s start with the products in the suite; in particular, let’s start with VMware ESXi.
 

Examining the Products in the vSphere Suite
 

In this section, I’ll describe and review the products found in the vSphere product suite.
 

VMware ESXi
 

The core of the vSphere product suite is the hypervisor, which is the virtualization layer that serves as the foundation for the rest of the product line. In vSphere 5, the hypervisor comes in the form of VMware ESXi.
 

This is a significant difference from earlier versions of the VMware vSphere product suite. In earlier versions of VMware vSphere, the hypervisor was available in two forms: VMware ESX and VMware ESXi. Although both products shared the same core virtualization engine, supported the same set of virtualization features, leveraged the same licenses, and were both considered bare-metal installations, there were still notable architectural differences. In VMware ESX, VMware used a Linux-derived Service Console to provide an interactive environment through which users could interact with the hypervisor. The Linux-based Service Console also included services found in traditional operating systems, such as a firewall, Simple Network Management Protocol (SNMP) agents, and a web server.
 


Type 1 and Type 2 Hypervisors

 

Hypervisors are generally grouped into two classes: type 1 hypervisors and type 2 hypervisors. Type 1 hypervisors run directly on the system hardware and thus are often referred to as bare-metal hypervisors. Type 2 hypervisors require a host operating system, and the host operating system provides I/O device support and memory management. VMware ESXi is a type 1 bare-metal hypervisor. (In earlier versions of vSphere, VMware ESX was also considered a type 1 bare-metal hypervisor.) Other type 1 bare-metal hypervisors include Microsoft Hyper-V and products based on the open source Xen hypervisor like Citrix XenServer and Oracle VM.

 




 

VMware ESXi, on the other hand, is the next generation of the VMware virtualization foundation. Unlike VMware ESX, ESXi installs and runs without the Linux-based Service Console. This gives ESXi an ultralight footprint of approximately 70 MB. Despite the lack of the Service Console, ESXi provides all the same virtualization features that VMware ESX supported in earlier versions. Of course, ESXi 5 has been enhanced from earlier versions to support even more functionality, as you’ll see in this chapter and in future chapters.
 

The key reason that VMware ESXi is able to support the same extensive set of virtualization functionality as VMware ESX without the Service Console is that the core of the virtualization functionality wasn’t (and still isn’t) found in the Service Console. It’s the VMkernel that is the foundation of the virtualization process. It’s the VMkernel that manages the VMs’ access to the underlying physical hardware by providing CPU scheduling, memory management, and virtual switch data processing. Figure 1.1 shows the structure of VMware ESXi.
 


Figure 1.1 The VMkernel is the foundation of the virtualization functionality found in VMware ESXi.
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I mentioned earlier that VMware ESXi 5 is enhanced over earlier releases. One such area of enhancement is in the limits of what the hypervisor is capable of supporting. Table 1.2 shows the configuration maximums for the last few versions of VMware ESX/ESXi.
 

Table 1.2 VMware ESXi Maximums
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These are just some of the configuration maximums. Where appropriate, future chapters will include additional values for VMware ESXi maximums for network interface cards (NICs), storage, VMs and so forth.
 

Given that VMware ESXi is the foundation of virtualization within the vSphere product suite, you’ll see content for VMware ESXi throughout the book. Table 1.1, earlier in this section, tells you where you can find more information about specific features of VMware ESXi elsewhere in the book.
 


I’m Only Talking VMware ESXi 5 Here

 

Throughout this book, I’ll refer only to ESXi. It’s true that some of the information I present in this book could apply to earlier versions of the product and thus could potentially apply to VMware ESX as well as VMware ESXi. However, I will refer only to ESXi throughout this book, and the information presented will have been tested only with VMware ESXi 5.

 




 

VMware vCenter Server
 

Stop for a moment to think about your current network. Does it include Active Directory? There is a good chance it does. Now imagine your network without Active Directory, without the ease of a centralized management database, without the single sign-on capabilities, and without the simplicity of groups. That is what managing VMware ESXi hosts would be like without using VMware vCenter Server. Not a very pleasant thought, is it? Now calm yourself down, take a deep breath, and know that vCenter Server, like Active Directory, is meant to provide a centralized management utility for all ESXi hosts and their respective VMs. vCenter Server allows IT administrators to deploy, manage, monitor, automate, and secure a virtual infrastructure in a centralized fashion. To help provide scalability, vCenter Server leverages a backend database (Microsoft SQL Server and Oracle are both supported, among others) that stores all the data about the hosts and VMs.
 

In previous versions of VMware vSphere, vCenter Server was a Windows-only application. Version 5 of vSphere still offers this Windows-based installation of vCenter Server. However, in this version VMware adds a prebuilt vCenter Server appliance (a virtual appliance, in fact, something you’ll learn about in Chapter 10, “Using Templates and vApps” that is based on Linux. The delivery of a Linux-based vCenter Server is a deliverable that VMware has been discussing for quite some time, and it’s nice to see it finally arrive in vSphere 5!
 

In addition to vCenter Server’s configuration and management capabilities—which include features such as VM templates, VM customization, rapid provisioning and deployment of VMs, role-based access controls, and fine-grained resource allocation controls—vCenter Server provides the tools for the more advanced features of vSphere vMotion, vSphere Distributed Resource Scheduler, vSphere High Availability, and vSphere Fault Tolerance. All of these features are described briefly in this chapter and in more detail in later chapters.
 

In addition to vSphere vMotion, vSphere Distributed Resource Scheduler, vSphere High Availability, and vSphere Fault Tolerance, using vCenter Server to manage ESXi hosts enables a number of other features:
 

 

 
	Enhanced vMotion Compatibility (EVC), which leverages hardware functionality from Intel and AMD to enable greater CPU compatibility between servers grouped into vSphere DRS clusters
 

 
	Host profiles, which allow administrators to bring greater consistency to host configurations across larger environments and to identify missing or incorrect configurations
 

 
	Storage I/O Control, which provides cluster-wide quality of service (QoS) controls so that administrators can ensure that critical applications receive sufficient I/O resources even during times of congestion
 

 
	vSphere Distributed Switches, which provide the foundation for cluster-wide networking settings and third-party virtual switches
 

 
	Network I/O Control, which allows administrators to flexibly partition physical NIC bandwidth for different types of traffic
 

 
	vSphere Storage DRS, which enables VMware vSphere to dynamically migrate storage resources to meet demand, much in the same way that DRS balances CPU and memory utilization
 


 

vCenter Server plays a central role in any sizable VMware vSphere implementation. In Chapter 3, “Installing and Configuring vCenter Server,” I discuss planning and installing vCenter Server as well as look at ways to ensure its availability. Chapter 3 will also examine the differences between the Windows-based version of vCenter Server and the Linux-based vCenter Server virtual appliance. Because of vCenter Server’s central role in a VMware vSphere deployment, I’ll touch on vCenter Server in almost every chapter throughout the rest of the book. Refer to Table 1.1 previously in this chapter for specific cross-references.
 

vCenter Server is available in three packages:
 

 

 
	vCenter Server Essentials is integrated into the vSphere Essentials kits for small office deployment.
 

 
	vCenter Server Standard provides all the functionality of vCenter Server, including provisioning, management, monitoring, and automation.
 

 
	vCenter Server Foundation is like vCenter Server Standard but is limited to managing three ESXi hosts and does not include vCenter Orchestrator or support for linked-mode operation.
 


 

You can find more information on licensing and product editions for VMware vSphere in the section “ Licensing VMware vSphere.”
 

vSphere Update Manager
 

vSphere Update Manager is a plug-in for vCenter Server that helps users keep their ESXi hosts and select VMs patched with the latest updates. vSphere Update Manager provides the following functionality:
 

 

 
	Scans to identify systems that are not compliant with the latest updates
 

 
	User-defined rules for identifying out-of-date systems
 

 
	Automated installation of patches for ESXi hosts
 

 
	Full integration with other vSphere features like Distributed Resource Scheduler
 


 

vSphere Update Manager works with both the Windows-based installation of vCenter Server as well as the prepackaged vCenter Server virtual appliance. Refer to Table 1.1 for more information on where vSphere Update Manager is described in this book.
 

VMware vSphere Client and vSphere Web Client
 

vCenter Server provides a centralized management framework for VMware ESXi hosts, but it’s the vSphere Client where vSphere administrators will spend most of their time.
 

The vSphere Client is a Windows-based application that allows you to manage ESXi hosts, either directly or through an instance of vCenter Server. You can install the vSphere Client by browsing to the URL of an ESXi host or vCenter Server and selecting the appropriate installation link (although keep in mind that Internet access might be required in order to download the client in some instances). The vSphere Client provides a rich graphical user interface (GUI) for all day-to-day management tasks and for the advanced configuration of a virtual infrastructure. While you can connect the vSphere Client either directly to an ESXi host or to an instance of vCenter Server, the full set of management capabilities are only available when connecting the vSphere Client to vCenter Server.
 

With the release of vSphere 5, VMware also adds a robust new vSphere Web Client as well. The vSphere Web Client provides a dynamic, web-based user interface for managing a virtual infrastructure, and enables vSphere administrators to manage their infrastructure without first needing to install the full vSphere Client on a system. However, the vSphere Web Client in its current form only provides a subset of the functionality available to the “full” vSphere Client.
 

Because the vSphere Web Client currently only provides a subset of the functionality, I focus primarily on how to use the vSphere Client throughout this book. Tasks in the vSphere Web Client should be similar.
 

VMware vShield Zones
 

VMware vSphere offers some compelling virtual networking functionality, and vShield Zones builds on vSphere’s virtual networking functionality to add virtual firewall functionality. vShield Zones allows vSphere administrators to see and manage the network traffic flows occurring on the virtual network switches. You can apply network security policies across entire groups of machines, ensuring that these policies are maintained properly even though VMs may move from host to host using vSphere vMotion and vSphere DRS.
 


Other Members of the vShield Family

 

vShield Zones is not the only member of the vShield family of products. VMware also offers vShield App, a guest-level firewall that operates at a virtual NIC level and enforces access control policies even between VMs in the same port group; vShield Edge, which provides network edge security and gateway services such as DHCP, NAT, site-to-site VPN, and load balancing; and vShield Endpoint, which enables an introspection-based antivirus solution that third-party antivirus vendors can leverage for more efficient antivirus protection. Because these products aren’t part of the VMware vSphere suite, I don’t discuss them in great detail in this book.

 




 

VMware vCenter Orchestrator
 

VMware vCenter Orchestrator is a workflow automation engine that is automatically installed with every instance of vCenter Server. Using vCenter Orchestrator, vSphere administrators can build automated workflows for a wide variety of tasks available within vCenter Server. The automated workflows you build using vCenter Orchestrator range from simple to complex. VMware also makes vCenter Orchestrator plug-ins to extend the functionality to include manipulating Microsoft Active Directory, Cisco’s Unified Computing System (UCS), and VMware vCloud Director. This makes vCenter Orchestrator a powerful tool to use in building automated workflows in the virtualized data center.
 

Now that I’ve discussed the specific products in the VMware vSphere product suite, I’d like to take a closer look at some of the significant features.
 

Examining the Features in VMware vSphere
 

In this section, I’ll take a closer look at some of the features that are available in the vSphere product suite. I’ll start with Virtual SMP.
 

vSphere Virtual Symmetric Multi-Processing
 

The vSphere Virtual Symmetric Multi-Processing (vSMP or Virtual SMP) product allows virtual infrastructure administrators to construct VMs with multiple virtual processors. vSphere Virtual SMP is not the licensing product that allows ESXi to be installed on servers with multiple processors; it is the technology that allows the use of multiple processors inside a VM. Figure 1.2 identifies the differences between multiple processors in the ESXi host system and multiple virtual processors.
 


Figure 1.2 vSphere Virtual SMP allows VMs to be created with more than one virtual CPU.
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With vSphere Virtual SMP, applications that require and can actually use multiple CPUs can be run in VMs configured with multiple virtual CPUs. This allows organizations to virtualize even more applications without negatively impacting performance or being unable to meet service-level agreements (SLAs).
 

vSphere 5 expands this functionality by also allowing users to specify multiple virtual cores per virtual CPU. Using this feature, a user could provision a dual “socket” VM with two cores per “socket” for a total of four virtual cores. This gives users tremendous flexibility in carving up CPU processing power among the VMs.
 

vSphere vMotion and vSphere Storage vMotion
 

If you have read anything about VMware, you have most likely read about the extremely useful feature called vMotion. vSphere vMotion, also known as live migration, is a feature of ESXi and vCenter Server that allows an administrator to move a running VM from one physical host to another physical host without having to power off the VM. This migration between two physical hosts occurs with no downtime and with no loss of network connectivity to the VM. The ability to manually move a running VM between physical hosts on an as-needed basis is a powerful feature that has a number of use cases in today’s datacenters.
 

Suppose a physical machine has experienced a non-fatal hardware failure and needs to be repaired. Administrators can easily initiate a series of vMotion operations to remove all VMs from an ESXi host that is to undergo scheduled maintenance. After the maintenance is complete and the server is brought back online, administrators can utilize vMotion to return the VMs to the original server.
 

Alternately, consider a situation in which you are migrating from one set of physical servers to a new set of physical servers. Assuming that the details have been addressed—and I’ll discuss the details around vMotion in Chapter 12, “Balancing Resource Utilization”—you can use vMotion to move the VMs from the old servers to the newer servers, making quick work of a server migration with no interruption of service.
 

Even in normal day-to-day operations, vMotion can be used when multiple VMs on the same host are in contention for the same resource (which ultimately is causing poor performance across all the VMs). vMotion can solve the problem by allowing an administrator to migrate any VMs that are facing contention to another ESXi host with greater availability for the resource in demand. For example, when two VMs are in contention with each other for CPU resources, an administrator can eliminate the contention by using vMotion to move of one of the VMs to an ESXi host that has more available CPU resources.
 


vMotion Enhancements

 

vSphere 5 enhances vMotion’s functionality, making VM migrations faster and enabling more concurrent VM migrations than were supported in previous versions of vSphere or VMware Infrastructure 3. vSphere 5 also enhances vMotion to take advantage of multiple network interfaces, further improving live migration performance.

 




 

vMotion moves the execution of a VM, relocating the CPU and memory footprint between physical servers but leaving the storage untouched. Storage vMotion builds on the idea and principle of vMotion by providing the ability to leave the CPU and memory footprint untouched on a physical server but migrating a VM’s storage while the VM is still running.
 

Deploying vSphere in your environment generally means that lots of shared storage—Fibre Channel or iSCSI SAN or NFS—is needed. What happens when you need to migrate from an older storage array to a newer storage array? What kind of downtime would be required? Or what about a situation where you need to rebalance utilization of the array, either from a capacity or performance perspective?
 

vSphere Storage vMotion directly addresses these situations. By providing the ability to move the storage for a running VM between datastores, Storage vMotion enables administrators to address all of these situations without downtime. This feature ensures that outgrowing datastores or moving to a new SAN does not force an outage for the affected VMs and provides administrators with yet another tool to increase their flexibility in responding to changing business needs.
 

vSphere Distributed Resource Scheduler
 

vMotion is a manual operation, meaning that an administrator must initiate the vMotion operation. What if VMware vSphere could perform vMotion operations automatically? That is the basic idea behind vSphere Distributed Resource Scheduler (DRS). If you think that vMotion sounds exciting, your anticipation will only grow after learning about DRS. DRS, simply put, leverages vMotion to provide automatic distribution of resource utilization across multiple ESXi hosts that are configured in a cluster.
 

Given the prevalence of Microsoft Windows Server in today’s datacenters, the use of the term cluster often draws IT professionals into thoughts of Microsoft Windows Server clusters. Windows Server clusters are often active-passive or active-active-passive clusters. However, ESXi clusters are fundamentally different, operating in an active-active mode to aggregate and combine resources into a shared pool. Although the underlying concept of aggregating physical hardware to serve a common goal is the same, the technology, configuration, and feature sets are quite different between VMware ESXi clusters and Windows Server clusters.
 


Aggregate Capacity and Single Host Capacity

 

Although I say that a DRS cluster is an implicit aggregation of CPU and memory capacity, it’s important to keep in mind that a VM is limited to using the CPU and RAM of a single physical host at any given time. If you have two ESXi servers with 32 GB of RAM each in a DRS cluster, the cluster will correctly report 64 GB of aggregate RAM available, but any given VM will not be able to use more than approximately 32 GB of RAM at a time.

 




 

An ESXi cluster is an implicit aggregation of the CPU power and memory of all hosts involved in the cluster. After two or more hosts have been assigned to a cluster, they work in unison to provide CPU and memory to the VMs assigned to the cluster. The goal of DRS is twofold:
 

 

 
	At startup, DRS attempts to place each VM on the host that is best suited to run that VM at that time.
 

 
	While a VM is running, DRS seeks to provide that VM with the required hardware resources while minimizing the amount of contention for those resources in an effort to maintain balanced utilization levels.
 


 

The first part of DRS is often referred to as intelligent placement. DRS can automate the placement of each VM as it is powered on within a cluster, placing it on the host in the cluster that it deems to be best suited to run that VM at that moment.
 

DRS isn’t limited to operating only at VM startup, though. DRS also manages the VM’s location while it is running. For example, let’s say three servers have been configured in an ESXi cluster with DRS enabled. When one of those servers begins to experience a high contention for CPU utilization, DRS detects that the cluster is imbalanced in its resource usage and uses an internal algorithm to determine which VM(s) should be moved in order to create the least imbalanced cluster. For every VM, DRS will simulate a migration to each host and the results will be compared. The migrations that create the least imbalanced cluster will be recommended or automatically performed, depending upon DRS’s configuration.
 

DRS performs these on-the-fly migrations without any downtime or loss of network connectivity to the VMs by leveraging vMotion, the live migration functionality I described earlier. This makes DRS extremely powerful because it allows clusters of ESXi hosts to dynamically rebalance their resource utilization based on the changing demands of the VMs running on that cluster.
 


Fewer Bigger Servers or More Smaller Servers?

 

Remember from Table 1.2 that VMware ESXi supports servers with up to 160 CPU cores (64 CPU cores in vSphere 4.0) and up to 2 TB of RAM. With vSphere DRS, though, you can combine multiple smaller servers for the purpose of managing aggregate capacity. This means that bigger, more powerful servers might not be better servers for virtualization projects. These larger servers, in general, are significantly more expensive than smaller servers, and using a greater number of smaller servers (often referred to as “scaling out”) may provide greater flexibility than a smaller number of larger servers (often referred to as “scaling up”). The new vRAM licensing model for vSphere 5, discussed in the “Licensing VMware vSphere” section, would also affect this decision. The key thing to remember is that a bigger server isn’t necessarily a better server.

 




 

vSphere Storage DRS
 

vSphere Storage DRS, a major new feature of VMware vSphere 5, takes the idea of vSphere DRS and applies it to storage. Just as vSphere DRS helps to balance CPU and memory utilization across a cluster of ESXi hosts, Storage DRS helps balance storage capacity and storage performance across a cluster of datastores using mechanisms that echo those used by vSphere DRS.
 

I described vSphere DRS’s feature called intelligent placement, which automates the placement of new VMs based on resource usage within an ESXi cluster. In the same fashion, Storage DRS has an intelligent placement function that automates the placement of VM virtual disks based on storage utilization. Storage DRS does this through the use of datastore clusters. When you create a new VM, you simply point it to a datastore cluster, and Storage DRS automatically places the VM’s virtual disks on an appropriate datastore within that datastore cluster.
 

Likewise, just as vSphere DRS uses vMotion to balance resource utilization dynamically, Storage DRS uses Storage vMotion to rebalance storage utilization. Because Storage vMotion operations are typically much more resource intensive than vMotion operations, vSphere provides extensive controls over the thresholds, timing, and other guidelines that will trigger a Storage DRS automatic migration via Storage vMotion.
 

Storage I/O Control and Network I/O Control
 

VMware vSphere has always had extensive controls for modifying or controlling the allocation of CPU and memory resources to VMs. What vSphere didn’t have prior to the release of vSphere 4.1 was a way to apply these same sort of extensive controls to storage I/O and network I/O. Storage I/O Control and Network I/O Control address that shortcoming.
 

Storage I/O Control allows vSphere administrators to assign relative priority to storage I/O as well as assign storage I/O limits to VMs. These settings are enforced cluster-wide; when an ESXi host detects storage congestion through an increase of latency beyond a user-configured threshold, it will apply the settings configured for that VM. The result is that VMware administrators can ensure that the VMs that need priority access to storage resources get the resources they need. In vSphere 4.1, Storage I/O Control applied only to VMFS storage; vSphere 5 extends that functionality to NFS datastores.
 

The same goes for Network I/O Control, but for network traffic on the physical NICs. As the widespread adoption of 10 Gigabit Ethernet continues, Network I/O Control provides VMware administrators a way to more reliably ensure that network bandwidth is properly allocated to VMs based on priority and limits.
 

Profile-Driven Storage
 

With profile-driven storage, a new feature found in vSphere 5, vSphere administrators are able to use storage capabilities and VM storage profiles to ensure that VMs are residing on storage that is able to provide the necessary levels of capacity, performance, availability, and redundancy. Profile-driven storage is built on two key components:
 

 

 
	Storage capabilities, leveraging vSphere’s storage awareness APIs
 

 
	VM storage profiles
 


 

Storage capabilities are either provided by the storage array itself (if the array is capable of using vSphere’s storage awareness APIs) and/or defined by a vSphere administrator. These storage capabilities represent various attributes of the storage solution.
 

VM storage profiles define the storage requirements for a VM and its virtual disks. You create VM storage profiles by selecting the storage capabilities that must be present in order for the VM to run. Datastores that have all the capabilities defined in the VM storage profile are compliant with the VM storage profile and represent possible locations where the VM could be stored.
 

This functionality gives vSphere administrators much greater control over the placement of VMs on shared storage and helps ensure that the appropriate functionality for each VM is indeed being provided by the underlying storage.
 

Refer to Table 1.1 to find out which chapter discusses profile-driven storage in more detail.
 

vSphere High Availability
 

In many cases, high availability (HA)—or the lack of high availability—is the key argument used against virtualization. The most common form of this argument more or less sounds like this: “Before virtualization, the failure of a physical server affected only one application or workload. After virtualization, the failure of a physical server will affect many more applications or workloads running on that server at the same time.” We can’t put all our eggs in one basket!
 

VMware addresses this concern with another feature present in ESXi clusters called vSphere HA. Once again, by nature of the naming conventions (clusters, high availability), many traditional Windows administrators will have preconceived notions about this feature. Those notions, however, are incorrect in that vSphere HA does not function like a high-availability configuration in Windows. The vSphere HA feature provides an automated process for restarting VMs that were running on an ESXi host at a time of complete server failure. Figure 1.3 depicts the VM migration that occurs when an ESXi host that is part of an HA-enabled cluster experiences failure.
 


Figure 1.3 The vSphere HA feature will restart any VMs that were previously running on an ESXi host that experiences server failure.
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The vSphere HA feature, unlike DRS, does not use the vMotion technology as a means of migrating servers to another host. vMotion is applicable only for planned migrations, where both the source and destination ESXi host are running and functioning properly. In a vSphere HA failover situation, there is no anticipation of failure; it is not a planned outage, and therefore there is no time to perform a vMotion operation. vSphere HA is intended to address unplanned downtime because of the failure of a physical ESXi host.
 


vSphere HA Improvements in vSphere 5

 

vSphere HA has received a couple of notable improvements since vSphere 4.0. First, the scalability of vSphere HA has been significantly improved; you can now run up to 512 VMs per host (up from 100 in earlier versions) and 3,000 VMs per cluster (up from 1,280 in earlier versions). Second, vSphere HA now integrates more closely with vSphere DRS’s intelligent placement functionality, giving vSphere HA greater ability to restart VMs in the event of a host failure. The third and perhaps most significant improvement is the complete rewrite of the underlying architecture for vSphere HA; this entirely new architecture, known as Fault Domain Manager (FDM), eliminates many of the constraints found in earlier versions of VMware vSphere.

 




 

By default, vSphere HA does not provide failover in the event of a guest OS failure, although you can configure vSphere HA to monitor VMs and restart them automatically if they fail to respond to an internal heartbeat. This feature is called VM Failure Monitoring, and it uses a combination of internal heartbeats and I/O activity to attempt to detect if the guest OS inside a VM has stopped functioning. If the guest OS has stopped functioning, the VM can be restarted automatically.
 

With vSphere HA, it’s important to understand that there will be an interruption of service. If a physical host fails, vSphere HA restarts the VM, and during that period of time while the VM is restarting, the applications or services provided by that VM are unavailable. For users who need even higher levels of availability than can be provided using vSphere HA, vSphere Fault Tolerance (FT), which is described in the next section, can help.
 

vSphere Fault Tolerance
 

For users who require even greater levels of high availability than vSphere HA can provide, VMware vSphere has a feature known as vSphere Fault Tolerance (FT).
 

As I described in the previous section, vSphere HA protects against unplanned physical server failure by providing a way to automatically restart VMs upon physical host failure. This need to restart a VM in the event of a physical host failure means that some downtime—generally less than three minutes—is incurred. vSphere FT goes even further and eliminates any downtime in the event of a physical host failure. Using vLockstep technology that is based on VMware’s earlier “record and replay” functionality, vSphere FT maintains a mirrored secondary VM on a separate physical host that is kept in lockstep with the primary VM. Everything that occurs on the primary (protected) VM also occurs simultaneously on the secondary (mirrored) VM, so that if the physical host on which the primary VM is running fails, the secondary VM can immediately step in and take over without any loss of connectivity. vSphere FT will also automatically re-create the secondary (mirrored) VM on another host if the physical host on which the secondary VM is running fails, as illustrated in Figure 1.4. This ensures protection for the primary VM at all times.
 


Figure 1.4 vSphere FT provides protection against host failures with no downtime experienced by the VMs.
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In the event of multiple host failures—say, the hosts running both the primary and secondary VMs failed—vSphere HA will reboot the primary VM on another available server, and vSphere FT will automatically create a new secondary VM. Again, this ensures protection for the primary VM at all times.
 

vSphere FT can work in conjunction with vMotion, but in vSphere 4.0 it could not work with DRS; DRS had to be manually disabled on VMs that were protected with vSphere FT. In vSphere 5, FT is now integrated with vSphere DRS, although this feature does require Enhanced vMotion Compatibility (EVC).
 

vSphere Storage APIs for Data Protection and VMware Data Recovery
 

One of the most critical aspects to any network, not just a virtualized infrastructure, is a solid backup strategy as defined by a company’s disaster recovery and business continuity plan. To help address the needs of organizations for backup, VMware vSphere 5 has two key components: the vSphere Storage APIs for Data Protection (VADP) and VMware Data Recovery (VDR).
 

VADP is a set of application programming interfaces (APIs) that backup vendors leverage in order to provide enhanced backup functionality of virtualized environments. VADP enables functionality like file-level backup and restore; support for incremental, differential, and full-image backups; native integration with backup software; and support for multiple storage protocols.
 

On its own, though, VADP is just a set of interfaces, like a framework for making backups possible. You can’t actually back up VMs with VADP. You’ll need a VADP-enabled backup application. There are a growing number of third-party backup applications that are designed to work with VADP, and VMware also offers its own backup tool, VMware Data Recovery (VDR). VDR leverages VADP to provide a full backup solution for smaller VMware vSphere environments.
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VMware vSphere Compared to Hyper-V and XenServer

 

It’s not really possible to compare some virtualization solutions to other virtualization solutions because they are fundamentally different in approach and purpose. Such is the case with VMware ESXi and some of the other virtualization solutions on the market.

 

To make accurate comparisons between vSphere and other virtualization solutions, you must include only type 1 (“bare-metal”) virtualization solutions. This would include ESXi, of course, and Microsoft Hyper-V and Citrix XenServer. It would not include products such as VMware Server or Microsoft Virtual Server, both of which are type 2 (“hosted”) virtualization products. Even within the type 1 hypervisors, there are architectural differences that make direct comparisons difficult.

 

For example, both Microsoft Hyper-V and Citrix XenServer route all the VM I/O through the “parent partition” or “dom0.” This typically provides greater hardware compatibility with a wider range of products. In the case of Hyper-V, for example, as soon as Windows Server 2008—the general-purpose operating system running in the parent partition—supports a particular type of hardware, then Hyper-V supports it also. Hyper-V “piggybacks” on Windows’ hardware drivers and the I/O stack. The same can be said for XenServer, although its “dom0” runs Linux and not Windows.

 

VMware ESXi, on the other hand, handles I/O within the hypervisor itself. This typically provides greater throughput and lower overhead at the expense of slightly more limited hardware compatibility. In order to add more hardware support or updated drivers, the hypervisor must be updated because the I/O stack and device drivers are in the hypervisor.

 

This architectural difference is fundamental. Nowhere is this architectural difference more greatly demonstrated than in ESXi, which has a small footprint yet provides a full-featured virtualization solution. Both Citrix XenServer and Microsoft Hyper-V require a full installation of a general-purpose operating system (Windows Server 2008 for Hyper-V, Linux for XenServer) in the parent partition/dom0 in order to operate.

 

In the end, each of the virtualization products has its own set of advantages and disadvantages, and large organizations may end up using multiple products. For example, VMware vSphere might be best suited in the large corporate datacenter, while Microsoft Hyper-V or Citrix XenServer might be acceptable for test, development, or branch-office deployment. Organizations that don’t require VMware vSphere’s advanced features like vSphere DRS, vSphere FT, or Storage vMotion may also find that Microsoft Hyper-V or Citrix XenServer is a better fit for their needs.

 




 

As you can see, VMware vSphere offers some pretty powerful features that will change the way you view the resources in your datacenter. The latest release of vSphere, version 5, expands existing features and adds powerful new features like Storage I/O Control. Some of these features, though, might not be applicable to all organizations, which is why VMware has crafted a flexible licensing scheme for organizations of all sizes.
 

Licensing VMware vSphere
 

With the introduction of VMware vSphere 4, VMware introduced new licensing tiers and bundles that were intended to provide a good fit for every market segment. VMware has refined this licensing arrangement with the release of VMware vSphere 5. In this section, I’ll explain how the various features that I’ve discussed so far fit into vSphere’s licensing model.
 

You’ve already seen how VMware packages and licenses VMware vCenter Server, but here’s a quick review:
 

 

 
	VMware vCenter Server for Essentials kits, which is bundled with the vSphere Essentials kits (more on the kits in just a moment).
 

 
	VMware vCenter Server Foundation supports the management of up to three vSphere hosts.
 

 
	VMware vCenter Server Standard, which includes all functionality and does not have a preset limit on the number of vSphere hosts it can manage (although normal sizing limits do apply). vCenter Orchestrator is only included in the Standard edition of vCenter Server.
 


 

In addition to the three editions of vCenter Server, VMware also offers three editions of VMware vSphere:
 

 

 
	vSphere Standard Edition
 

 
	vSphere Enterprise Edition
 

 
	vSphere Enterprise Plus Edition
 


 


No More vSphere Advanced

 

If you were familiar with the editions of VMware vSphere 4, you’ll note that the Advanced Edition no longer exists in vSphere 5. Users who purchased Advanced Edition are entitled to use the Enterprise Edition in vSphere 5.

 




 

These three editions are differentiated by two things: the features each edition supports and the vRAM entitlement. Before I get to the features supported by each edition, I’d like to first discuss vRAM entitlements.
 

Starting with vSphere 5.0, VMware now uses vRAM entitlements as a part of the licensing scheme. Prior to vSphere 5, VMware’s licensing was per-processor but included restrictions on the number of physical cores and the amount of the physical RAM in the server. For example, the Enterprise Edition of VMware vSphere 4 limited users to 6 cores per CPU socket and a maximum of 256GB of RAM in the server. The idea of limits on physical CPU cores and physical RAM goes away in vSphere 5. Servers licensed with VMware vSphere 5 can have as many cores per CPU socket and as much physical memory installed as the user would like. The licensing is still per-processor, but instead of using CPU core or memory limits, VMware has introduced the concept of vRAM entitlements.
 

vRAM is the term used to describe the amount of RAM configured for a VM. For example, a VM configured to use 8 GB of RAM is configured for 8 GB of vRAM. (You’ll see more on how to configure VMs and memory assigned to VMs in Chapter 9.) In vSphere 5, each edition has an associated vRAM entitlement—a soft limit on the amount of vRAM configured for your VMs—associated with the license. Here are the vRAM entitlements for the different editions:
 

 

 
	vSphere Standard Edition: vRAM entitlement of 32 GB
 

 
	vSphere Enterprise Edition: vRAM entitlement of 64 GB
 

 
	vSphere Enterprise Plus Edition: vRAM entitlement of 96 GB
 


 

These vRAM entitlements are per license of vSphere 5, and vSphere 5 continues to be licensed on a per-processor basis. So, a physical server with two physical CPUs would need two licenses, and there is no limit on the number of cores or the amount of RAM that can be physically installed in the server. If you were to license that server with two licenses of vSphere Enterprise Plus, you would have a vRAM entitlement of 192 GB. This means that you can have up to 192 GB of vRAM allocated to running VMs. (The vRAM entitlement only applies to powered-on VMs.) If you were to license the server with Standard Edition, you would have a vRAM entitlement of 64 GB, and you could have up to 64 GB of vRAM allocated to running VMs on that server.
 

Further, vRAM entitlements can be pooled across all the hosts being managed by vCenter Server. So, if you had five dual-socket hosts, you’d need ten vSphere 5 licenses (one each for the ten CPUs across the five dual-socket hosts). Depending on which edition you used, you would have a pooled vRAM entitlement for the entire pool of servers of 320 GB (for Standard Edition), 640 GB (for Enterprise Edition), or 960 GB (for Enterprise Plus Edition). vRAM entitlements that aren’t being used by one server can be used on another server, as long as the total across the entire pool falls below the limit. This gives administrators greater flexibility in managing vRAM entitlements.
 

The basic idea behind vRAM entitlements is to help organizations move closer to usage-based cost and chargeback models that are more typical of cloud computing environments and Infrastructure as a Service (IaaS) models.
 

Let’s now summarize the features that are supported for each edition of VMware vSphere 5, along with the associated vRAM entitlements for each edition. This information is presented in Table 1.3.
 

Table 1.3 Overview of VMware vSphere product editions
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Source: “VMware vSphere 5.0 Licensing, Pricing and Packaging” white paper published by VMware, available at
www.vmware.com.
 

It’s important to note that all editions of VMware vSphere 5 include support for thin provisioning, vSphere Update Manager, and the vSphere Storage APIs for Data Protection. I did not include them in Table 1.3 because these features are supported in all editions. Because prices change and vary depending on partner, region, and other factors, I have not included any pricing information here.
 

On all editions of vSphere, VMware requires at least one year of Support and Subscription (SnS). The only exception is the Essential Kits, as I’ll explain in a moment.
 

In addition to the different editions described above, VMware also offers some bundles, referred to as kits. VMware offers both Essentials Kits as well as Acceleration Kits.
 

Essentials Kits are all-in-one solutions for small environments (up to three vSphere hosts with two CPUs each and a 32 GB vRAM entitlement). To support three hosts with two CPUs each, the Essentials Kits come with 6 licenses and a total pooled vRAM entitlement of 192 GB. All these limits are product-enforced. There are three Essentials Kits available:
 

 

 
	VMware vSphere Essentials
 

 
	VMware vSphere Essentials Plus
 

 
	VMware vSphere Essentials for Retail and Branch Offices
 


 

You can’t buy these kits on a per-CPU basis; these are bundled solutions for three servers. vSphere Essentials includes one year of subscription; support is optional and available on a per-incident basis. Like other editions, vSphere Essentials Plus requires at least one year of SnS; this must be purchased separately and is not included in the bundle.
 

The Retail and Branch Offices (RBO) kits are differentiated from the “normal” Essentials and Essentials Plus kits only by the licensing guidelines. These kits are licensed per site (10 sites minimum, with a maximum of three hosts per site), and customers can add additional sites as required.
 

VMware also has Acceleration Kits, which combine the different components of the vSphere product suite together. There are three Acceleration Kits:
 

 

 
	Standard Acceleration Kit: This kit includes one license of vCenter Server Standard plus licenses for vSphere Standard Edition.
 

 
	Enterprise Acceleration Kit: The Enterprise Acceleration Kit includes one license of vCenter Server Standard and licenses for vSphere Enterprise Edition.
 

 
	Enteprise Plus Acceleration Kit: This kit includes both licenses for vSphere Enterprise Plus Edition and a single license for vCenter Server Standard.
 


 

While the Essentials Kits are bundled and treated as a single unit, the Acceleration Kits merely offer customers an easier way to purchase the necessary licenses in one step.
 

Now that you have an idea of how VMware licenses vSphere, I’ll review why an organization might choose to use vSphere and what benefits that organization could see as a result.
 

Why Choose vSphere?
 

Much has been said and written about the total cost of ownership (TCO) and return on investment (ROI) for virtualization projects involving VMware virtualization solutions. Rather than rehashing that material here, I’ll instead focus, briefly, on why an organization should choose VMware vSphere as their virtualization platform.
 


Online TCO Calculator

 

VMware offers a web-based TCO calculator that helps you calculate the TCO and ROI for a virtualization project using VMware virtualization solutions. This calculator is available online at www.vmware.com/go/calculator.

 




 

You’ve already read about the various features that VMware vSphere offers. To help you understand how these features can benefit your organization, I’ll apply them to the fictional XYZ Corporation. I’ll walk through several different scenarios and look at how vSphere helps in these scenarios:
 


Scenario 1 XYZ Corporation’s IT team has been asked by senior management to rapidly provision six new servers to support a new business initiative. In the past, this meant ordering hardware, waiting on the hardware to arrive, racking and cabling the equipment once it arrived, installing the operating system and patching it with the latest updates, and then installing the application. The time frame for all these steps ranged anywhere from a few days to a few months and was typically a couple of weeks. Now, with VMware vSphere in place, the IT team can use vCenter Server’s templates functionality to build a VM, install the operating system, and apply the latest updates, and then rapidly clone—or copy—this VM to create additional VMs. Now their provisioning time is down to hours, likely even minutes. Chapter 10 discusses this functionality in detail.

 

Scenario 2 Empowered by the IT team’s ability to quickly respond to the needs of this new business initiative, XYZ Corporation is moving ahead with deploying updated versions of a line-of-business application. However, the business leaders are a bit concerned about upgrading the current version. Using the snapshot functionality present in ESXi and vCenter Server, the IT team can take a “point-in-time picture” of the VM so that if something goes wrong during the upgrade, it’s a simple rollback to the snapshot for recovery. Chapter 9 discusses snapshots.

 

Scenario 3 XYZ Corporation is impressed with the IT team and vSphere’s functionality and is now interested in expanding their use of virtualization. In order to do so, however, a hardware upgrade is needed on the servers currently running ESXi. The business is worried about the downtime that will be necessary to perform the hardware upgrades. The IT team uses vMotion to move VMs off one host at a time, upgrading each host in turn without incurring any downtime to the company’s end users. Chapter 12 discusses vMotion in more depth.

 

Scenario 4 After the great success it has had virtualizing its infrastructure with vSphere, XYZ Corporation now finds itself in need of a new, larger shared storage array. vSphere’s support for Fibre Channel, iSCSI, and NFS gives XYZ room to choose the most cost-effective storage solution available, and the IT team uses Storage vMotion to migrate the VMs without any downtime. Chapter 12 discusses Storage vMotion.

 



 

These scenarios begin to provide some idea of the benefits that organizations see when virtualizing with an enterprise-class virtualization solution like VMware vSphere.
 


What Do I Virtualize with VMware vSphere?

 

Virtualization, by its very nature, means that you are going to take multiple operating systems—such as Microsoft Windows, Linux, Solaris, or Novell NetWare—and run them on a single physical server. While VMware vSphere offers broad support for virtualizing a wide range of operating systems, it would be almost impossible for me to discuss how virtualization impacts all the different versions of all the different operating systems that vSphere supports.

 

Because the majority of organizations that adopt vSphere are primarily virtualizing Microsoft Windows, that operating system will receive the majority of attention when it comes to describing procedures that must occur within a virtualized operating system. You will also see coverage of tasks for a virtualized installation of Linux as well, but the majority of the coverage will be for Microsoft Windows.

 

If you are primarily virtualizing something other than Microsoft Windows, VMware provides more in-depth information on all the operating systems it supports and how vSphere interacts with those operating systems on its website at www.vmware.com.

 




 

The Bottom Line
 

Identify the role of each product in the vSphere product suite.


The VMware vSphere product suite contains VMware ESXi and vCenter Server. ESXi provides the base virtualization functionality and enables features like Virtual SMP. vCenter Server provides management for ESXi and enables functionality like vMotion, Storage vMotion, vSphere Distributed Resource Scheduler (DRS), vSphere High Availability (HA), and vSphere Fault Tolerance (FT). Storage I/O Control (SIOC) and Network I/O Control (NetIOC) provide granular resource controls for VMs. The vSphere Storage APIs for Data Protection (VADP) provide a backup framework that allows for the integration of third-party backup solutions into a vSphere implementation.

 

Master It

 

Which products are licensed features within the VMware vSphere suite?

 

Master It

 

Which two features of VMware ESXi and VMware vCenter Server together aim to reduce or eliminate downtime due to unplanned hardware failures?

 

Recognize the interaction and dependencies between the products in the vSphere suite


VMware ESXi forms the foundation of the vSphere product suite, but some features require the presence of vCenter Server. Features like vMotion, Storage vMotion, vSphere DRS, vSphere HA, vSphere FT, SIOC, and NetIOC require both ESXi as well as vCenter Server.

 

Master It

 

 Name three features that are supported only when using vCenter Server along with ESXi.

 

Master It

 

Name two features that are supported without vCenter Server but with a licensed installation of ESXi.

 

Understand how vSphere differs from other virtualization products.


VMware vSphere’s hypervisor, ESXi, uses a type 1 bare-metal hypervisor that handles I/O directly within the hypervisor. This means that a host operating system, like Windows or Linux, is not required in order for ESXi to function. Although other virtualization solutions are listed as “type 1 bare-metal hypervisors,” most other type 1 hypervisors on the market today require the presence of a “parent partition” or “dom0,” through which all VM I/O must travel.

 

Master

 

One of the administrators on your team asked whether he should install Windows Server on the new servers you purchased for ESXi. What should you tell him, and why?

 


  
Chapter 2
 

Planning and Installing VMware ESXi
 

Now that you’ve taken a closer look at VMware vSphere and its suite of applications in Chapter 1, “Introducing VMware vSphere 5,” it’s easy to see that VMware ESXi is the foundation of vSphere. The deployment, installation, and configuration of VMware ESXi require adequate planning for a successful, VMware-supported implementation.
 

In this chapter, you will learn to
 

 

 
	Understand the differences between ESXi Installable and ESXi Embedded
 

 
	Understand ESXi compatibility requirements
 

 
	Plan an ESXi deployment
 

 
	Deploy ESXi
 

 
	Perform post-installation configuration of ESXi
 

 
	Install the vSphere Client
 


 

Planning a VMware vSphere Deployment
 

Deploying VMware vSphere is more than just virtualizing servers. A vSphere deployment affects storage, networking, and security in as equally significant ways as the physical servers themselves. As a result of this broad impact on numerous facets of your organization’s IT, the process of planning the vSphere deployment becomes even more important. Without the appropriate planning, your vSphere implementation runs the risk of configuration problems, instability, incompatibilities, and diminished financial impact.
 

Your planning process for a vSphere deployment involves answering a number of questions (please note that this list is far from comprehensive):
 

 

 
	What form of ESXi will I use: Installable or Embedded?
 

 
	What types of servers will I use for the underlying physical hardware?
 

 
	What kinds of storage will I use, and how will I connect that storage to my servers?
 

 
	How will the networking be configured?
 


 

In some cases, the answers to these questions will determine the answers to other questions. After you have answered these questions, you can then move on to more difficult issues. These center on how the vSphere deployment will impact your staff, your business processes, and your operational procedures. I’m not going to help you answer those sorts of questions here; instead, let’s just focus on the technical issues.
 


vSphere Design Is a Topic on Its Own

 

The first section of this chapter barely scratches the surface of what is involved in planning and designing a vSphere deployment. vSphere design is significant enough a topic that it warranted its own book: VMware vSphere Design, published in March 2011 by Sybex. If you are interested in a more detailed discussion of design decisions and design impacts, that’s the book for you.

 




 

In the next few sections, I’ll discuss the four major questions that I outlined previously that are a key part of planning your vSphere deployment.
 

Selecting ESXi Installable or ESXi Embedded
 

As of the 5.0 release, vSphere no longer includes ESX. In previous versions of vSphere, users had to choose between using ESX—with the full Linux-based Service Console—or ESXi. Now, with this release of vSphere, ESXi is the only form of the VMware hypervisor available.
 

Even though users no longer need to choose between ESX and ESXi, they do need to choose which variant of ESXi they will use: ESXi Installable or ESXi Embedded.
 

ESXi Installable (which I’ll refer to hereafter as just ESXi) is the “traditional” form of the vSphere hypervisor. Users have the option of installing ESXi onto local hard drives within the server or installing ESXi in a boot from a SAN configuration, and you can either interactively install ESXi or perform an unattended (or scripted) installation. You also have the option of provisioning ESXi in a stateless fashion. Each of these approaches has its own advantages and disadvantages. I’ll discuss some of the specifics of each approach later in this chapter in the section “Deploying VMware ESXi.”
 

ESXi Embedded refers to the original equipment manufacturer (OEM) installation of the vSphere hypervisor onto a persistent storage device inside qualified hardware. This is an exciting option that saves administrators the time of performing any type of installation. The embedded hypervisor truly allows for the Plug and Play hardware-type atmosphere. You can see that major server manufacturers are banking on this idea because their server designs include an internal USB port or SD card slot. Perhaps eventually the ESXi hypervisor will move from the USB flash drive on an internal port to some type of flash memory built right onto the motherboard, but until that time ESXi Embedded is as close as you can get. Very little is involved to deploy ESXi Embedded, but I’ll discuss what is involved in the section “Deploying VMware ESXi Embedded.”
 

After you’ve decided between ESXi and ESXi Embedded, you’ll need to select a server platform upon which you’ll deploy vSphere.
 

Choosing a Server Platform
 

The second major decision to make when planning to deploy vSphere is choosing a hardware platform. Compared to traditional operating systems like Windows or Linux, ESXi has more stringent hardware restrictions. ESXi won’t necessarily support every storage controller or every network adapter chipset available on the market. ESXi Embedded, in particular, has a strict list of supported hardware platforms. Although these hardware restrictions do limit the options for deploying a supported virtual infrastructure, they also ensure the hardware has been tested and will work as expected when used with ESXi. Although not every vendor or white-box configuration can play host to ESXi, the list of supported hardware platforms continues to grow and change as VMware tests newer models from more vendors.
 

You can check for hardware compatibility using the searchable Hardware Compatibility List (HCL) available on VMware’s website at www.vmware.com/resources/compatibility/search.php. A quick search returns dozens of systems from major vendors such as Hewlett-Packard, Cisco, IBM, and Dell. For example, at the time of this writing, searching the HCL for HP returned 163 results, including blades and traditional rack-mount servers supported across several different versions of vSphere 4.0 and 4.1. Within the major vendors, it is generally not too difficult to find a tested and supported platform on which to run ESXi. When you expand the list to include other vendors, it’s clear that there is a substantial base of compatible servers that are supported by vSphere from which to choose.
 


The Right Server for the Job

 

Selecting the appropriate server is undoubtedly the first step in ensuring a successful vSphere deployment. In addition, it is the only way to ensure VMware will provide the necessary support. Remember the discussion from Chapter 1, though—a bigger server isn’t necessarily a better server!

 




 

Finding a supported server is only the first step. It’s also important to find the right server—the server that strikes the correct balance of capacity and affordability. Do you use larger servers, such as servers that support up to four physical CPUs and 128 GB of RAM? Or would smaller servers, such as servers that support dual physical CPUs and 64 GB of RAM, be a better choice? There is a point of diminishing returns when it comes to adding more physical CPUs and more RAM to a server. Once you pass that point, the servers get more expensive to acquire and support, but the number of VMs the servers can host doesn’t increase enough to offset the increase in cost. The challenge, therefore, is finding server models that provide enough expansion for growth and then fitting them with the right amount of resources to meet your needs.
 

Fortunately, a deeper look into the server models available from a specific vendor, such as HP, reveals server models of all types and sizes (see Figure 2.1), including the following:
 

 

 
	Half-height C-class blades, such as the BL460c and BL465c
 

 
	Full-height C-class blades, such as the BL685c
 

 
	Dual-socket 1U servers, such as the DL360
 

 
	Dual-socket 2U servers, such as the DL380 and the DL385
 

 
	Quad-socket 4U servers, such as the DL580 and DL585
 


 


Figure 2.1 Servers on the HCL come in various sizes and models.
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You’ll note that Figure 2.1 doesn’t show vSphere 5 in the list; at the time of this writing, VMware’s HCL hadn’t yet been updated to include information on vSphere 5. However, once VMware updates their HCL and vendors complete their testing, you’ll be able to easily view compatibility with vSphere 5 using VMware’s online HCL.
 

Which server is the right server? The answer to that question depends on many factors. The number of CPU cores is often used as a determining factor, but you should also consider the total number of RAM slots. A higher number of RAM slots means that you can use lower-cost, lower-density RAM modules and still reach high memory configurations. You should also consider server expansion options, such as the number of available Peripheral Component Interconnect (PCI) or Peripheral Component Interconnect Express (PCIe) buses, expansion slots, and the types of expansion cards supported in the server. Finally, be sure to consider the server form factor; blade servers have advantages and disadvantages versus rack-mount servers.
 

Determining a Storage Architecture
 

Selecting the right storage solution is the third major decision that you must make before you proceed with your vSphere deployment. The lion’s share of advanced features within vSphere—features like vMotion, vSphere DRS, vSphere HA, and vSphere FT—depend on the presence of a shared storage architecture, making it equally as critical a decision as the choice of the server hardware on which to run ESXi.
 


The HCL Isn’t Just for Servers

 

VMware’s HCL isn’t just for servers. The searchable HCL also provides compatibility information on storage arrays and other storage components. Be sure to use the searchable HCL to verify the compatibility of your host bus adapters (HBAs) and storage arrays to ensure the appropriate level of support from VMware.

 




 

Fortunately, vSphere supports a number of storage architectures out of the box and has implemented a modular, plug-in architecture that will make supporting future storage technologies easier. vSphere supports Fibre Channel- and Fibre Channel over Ethernet (FCoE)-based storage, iSCSI-based storage, and storage accessed via Network File System (NFS). In addition, vSphere supports the use of multiple storage protocols within a single solution so that one portion of the vSphere implementation might run over Fibre Channel, while another portion runs over NFS. This provides a great deal of flexibility in choosing your storage solution. Finally, vSphere provides support for software-based initiators as well as hardware initiators (also referred to as host bus adapters or converged network adapters), so this is another option you must consider when selecting your storage solution.
 


What Is Required for Fibre Channel over Ethernet Support?

 

Fibre Channel over Ethernet (FCoE) is a relatively new storage protocol. However, because FCoE was designed to be compatible with Fibre Channel, it looks, acts, and behaves like Fibre Channel to ESXi. As long as drivers for the FCoE Converged Network Adapter (CNA) are available—and this is where you would go back to the VMware HCL again—support for FCoE should not be an issue.

 




 

When determining the correct storage solution, you must consider the following questions:
 

 

 
	What type of storage will best integrate with your existing storage or network infrastructure?
 

 
	Do you have experience or expertise with some types of storage?
 

 
	Can the storage solution provide the necessary performance to support your environment?
 

 
	Does the storage solution offer any form of advanced integration with vSphere?
 


 

The procedures involved in creating and managing storage devices are discussed in detail in Chapter 6, “Creating and Configuring Storage Devices.”
 

Integrating with the Network Infrastructure
 

The fourth major decision that you need to make during the planning process is how your vSphere deployment will integrate with the existing network infrastructure. In part, this decision is driven by the choice of server hardware and the storage protocol.
 

For example, an organization selecting a blade form factor may run into limitations on the number of network interface cards (NICs) that can be supported in a given blade model. This affects how the vSphere implementation will integrate with the network. Similarly, organizations choosing to use iSCSI or NFS instead of Fibre Channel will typically have to deploy more NICs in their ESXi hosts to accommodate the additional network traffic or use 10 Gigabit Ethernet. Organizations also need to account for network interfaces for vMotion and vSphere FT.
 

Until 10 Gigabit Ethernet becomes more common, the ESXi hosts in many vSphere deployments will have a minimum of 6 NICs and often will have 8, 10, or even 12 NICs. So, how do you decide how many NICs to use? We’ll discuss some of this in greater detail in Chapter 5, “Creating and Configuring Virtual Networks,” but here are some general guidelines:
 

 

 
	The ESXi management network needs at least one NIC. I strongly recommend adding a second NIC for redundancy. In fact, some features of vSphere, such as vSphere HA, will note warnings if the hosts do not have redundant network connections for the management network.
 

 
	vMotion needs a NIC. Again, I heartily recommend a second NIC for redundancy. These NICs should be at least Gigabit Ethernet. In some cases, this traffic can be safely combined with ESXi management traffic, so I’ll assume that two NICs will handle both ESXi management and vMotion.
 

 
	vSphere FT, if you will be utilizing that feature, needs an NIC. A second NIC would provide redundancy and is recommended. This should be at least a Gigabit Ethernet NIC, preferably a 10 Gigabit Ethernet NIC.
 

 
	For deployments using iSCSI or NFS, at least one more NIC, preferably two, is needed. Gigabit Ethernet or 10 Gigabit Ethernet is necessary here. Although you can get by with a single NIC, I strongly recommend at least two.
 

 
	Finally, at least two NICs would be needed for traffic originating from the VMs themselves. Gigabit Ethernet or faster is strongly recommended for VM traffic.
 


 

This adds up to eight NICs per server (again, assuming management and vMotion share a pair of NICs). For this sort of deployment, you’ll want to ensure that you have enough network ports available, at the appropriate speeds, to accommodate the needs of the vSphere deployment. This is, of course, only a rudimentary discussion of networking design for vSphere and doesn’t incorporate any discussion on the use of 10 Gigabit Ethernet, FCoE (which, while a storage protocol, impacts the network design), or what type of virtual switching infrastructure you will use. All of these other factors would affect your networking setup.
 


How About 18 NICs?

 

Lots of factors go into designing how a vSphere deployment will integrate with the existing network infrastructure. For example, I was involved in a deployment of ESX 4 in a manufacturing environment that had 7 subnets—one for each department within the manufacturing facility. Normally in a situation like that, I recommend using VLANs and VLAN tagging so that the ESX hosts can easily support all the current subnets as well as any future subnets. This sort of configuration is discussed in more detail in Chapter 5.

 

In this particular case, though, the physical switches into which these ESX hosts would be connected were configured in such a way that each subnet had a separate physical switch. The switch into which we plugged our Ethernet cable determined which subnet we used. Additionally, the core network switches didn’t have the necessary available ports for us to connect the ESX hosts directly to them. These factors, taken together, meant that we would need to design the ESX hosts to have enough NICs to physically connect them to each of the different switches.

 

With 7 subnets, plus connections for the Service Console and vMotion, the final design ended up with 18 NICs connected in pairs to 9 different physical switches. Fortunately, the servers that had been selected to host this environment had 2 onboard NICs and enough expansion slots to hold the 4 quad-port NICs and two Fibre Channel HBAs that were necessary to support the required network connectivity.

 




 

With these four questions answered, you at least have the basics of a vSphere deployment established. As I mentioned previously, this section is far from a comprehensive or complete discussion on designing a vSphere solution. I do recommend that you find a good resource on vSphere design and consider going through a comprehensive design exercise before actually deploying vSphere.
 

Deploying VMware ESXi
 

Once you’ve established the basics of your vSphere design and you’ve settled on ESXi (as opposed to ESXi Embedded, which I’ll discuss later in the section “Deploying VMware ESXi Embedded”), you have to decide exactly how you are going to deploy ESXi.
 

There are three primary ways to deploy ESXi:
 

 

 
	Interactive installation of ESXi
 

 
	Unattended (scripted) installation of ESXi
 

 
	Stateless provisioning of ESXi
 


 

Of these, the simplest is an interactive installation of ESXi. The most complex—but perhaps the most powerful, depending on your needs and your environment—is stateless provisioning of ESXi. In this section, I’ll describe all three of these methods for deploying ESXi in your environment.
 

Let’s start with the simplest method first: interactively installing ESXi.
 

Installing VMware ESXi Interactively
 

VMware has done a great job of making the interactive installation of ESXi as simple and straightforward as possible. Let’s walk through the process.
 

Perform the following steps to interactively install ESXi:
 


1. Ensure that your server hardware is configured to boot from the CD-ROM drive.


This will vary from manufacturer to manufacturer and will also depend on whether you are installing locally or remotely via an IP-based KVM or other remote management facility.

 

2. Ensure that VMware ESXi installation media are available to the server.


Again, this will vary based on a local installation (which involves simply inserting the VMware ESXi installation CD into the optical drive) or a remote installation (which typically involves mapping an image of the installation media, known as an ISO image, to a virtual optical drive).

 


Obtaining VMware ESXi Installation Media

 

You can download the installation files from VMware’s website at www.vmware.com/downloads.

 




 

3. Power on the server.


Once it boots from the installation media, the initial boot menu screen displays, as shown in Figure 2.2.

 

4. Press Enter to boot the ESXi installer.


The installer will boot the vSphere hypervisor and eventually stop at a welcome message. Press Enter to continue.

 

5. At the End User License Agreement (EULA) screen, press F11 to accept the EULA and continue with the installation.


6. Next, the installer will display a list of available disks on which you can install or upgrade ESXi.


Potential devices are identified as either local devices or remote devices. Figure 2.3 and Figure 2.4 show two different views of this screen: one with a local device and one with remote devices.

 


Running ESXi as a VM

 

You might be able to deduce from the screenshot in Figure 2.3 that I’m actually running ESXi 5 as a VM. Yes, that’s right—you can virtualize ESXi (as well as ESX 4.X)! In this particular case, I’m using VMware’s desktop virtualization solution for Mac OS X, VMware Fusion, to run an instance of ESXi as a VM. As of this writing, the latest version of VMware Fusion is 3.1, and it includes ESX Server 4.0 as an officially supported guest OS. ESXi 5 is not listed as an officially supported version, but it does run.

 




 

SAN LUNs are listed as remote devices, as you can see in Figure 2.4. Local SAS devices are also listed as remote devices. Figure 2.4 shows a SAS drive connected to an LSI Logic controller; although this device is physically local to the server on which we are installing ESXi, the installation routine marks it as remote.

 

If you want to create a boot-from-SAN environment, where each ESXi host boots from a SAN LUN, then you’d select the appropriate SAN LUN here. You can also install directly to your own USB or Secure Digital (SD) device—simply select the appropriate device from the list.

 


Which Destination Is Best?

 

Local device, SAN LUN, or USB? Which destination is the best when you’re installing ESXi? Those questions truly depend on the overall vSphere design you are implementing, and there is no simple answer. Many variables affect this decision. Are you using an iSCSI SAN and you don’t have iSCSI hardware initiators in your servers? That would prevent you from using a boot-from-SAN setup. Are you installing into an environment like Cisco UCS, where booting from SAN is highly recommended? Be sure to consider all the factors when deciding where to install ESXi.

 




 

7. To get more information about a device, highlight the device and press F1.


This will display more information about the device, including whether it detected an installation of ESXi and what VMFS datastores, if any, are present on that device, as shown in Figure 2.5. Press Enter to return to the device-selection screen when you have finished reviewing the information for the selected device.

 

8. Use the arrow keys to select the device on which you are going to install ESXi, and press Enter.


9. If the selected device includes a VMFS datastore or an installation of ESXi, you’ll be prompted to choose what action you want to take, as illustrated in Figure 2.6. Select the desired action and press Enter.


The available actions are these: 
 

 
	Upgrade ESXi, Preserve VMFS Datastore: This option upgrades to ESXi 5 and preserves the existing VMFS datastore.

 
	Install ESXi, Preserve VMFS Datastore: This option installs a fresh copy of ESXi 5 and preserves the existing VMFS datastore.

 
	Install ESXi, Overwrite VMFS Datastore: This option overwrites the existing VMFS datastore with a new one and installs a fresh installation of ESXi 5.



 


 

10. Select the desired keyboard layout and press Enter.


11. Enter (and confirm) a password for the root account. Press Enter when you are ready to continue with the installation. Be sure to make note of this password—you’ll need it later.


12. At the final confirmation screen, press F11 to proceed with the installation of ESXi.


After the installation process begins, it takes only a few minutes to install ESXi onto the selected storage device.

 

13. Press Enter to reboot the host at the Installation Complete screen.




 


Figure 2.2 The initial ESXi installation routine has options for booting the installer or booting from the local disk.
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Figure 2.3 The installer offers options for both local and remote devices; in this case, only a local device was detected.
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Figure 2.4 Although local SAS devices are supported, they are listed as remote devices.
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Figure 2.5 Checking a device to see if there are any VMFS datastores on the device can help prevent accidentally overwriting data.
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Figure 2.6 You can upgrade or install ESXi as well as choose to preserve or overwrite an existing VMFS datastore.
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After the server reboots, ESXi is installed. ESXi is configured by default to obtain an IP address via Dynamic Host Configuration Protocol (DHCP). Depending on the network configuration, you might find that ESXi will not be able to obtain an IP address via DHCP. Later in this chapter in the section “Reconfiguring the Management Network,” I’ll discuss how to correct networking problems after installing ESXi by using the Direct Console User Interface (DCUI).
 

VMware also provides support for scripted installations of ESXi. As you’ve already seen, there isn’t a lot of interaction required to install ESXi, but support for scripting the installation of ESXi reduces the time to deploy even further.
 


Interactively Installing ESXi from USB or across the Network

 

As an alternative to launching the ESXi installer from the installation CD/DVD, you can install ESXi from a USB flash drive or across the network via Preboot Execution Environment (PXE). More details on how to use a USB flash drive or to PXE boot the ESXi installer are found in the vSphere Installation and Setup Guide, available from www.vmware.com. Note that PXE booting the installer is not the same as PXE booting ESXi itself, something that I’ll discuss later in the section “Deploying VMware ESXi with Auto Deploy.”

 




 

Performing an Unattended Installation of VMware ESXi
 

ESXi supports the use of an installation script (often referred to as a kickstart script) that automates the installation routine. By using an installation script, users can create unattended installation routines that make it easy to quickly deploy multiple instances of ESXi.
 

ESXi comes with a default installation script on the installation media. Listing 2.1 shows the default installation script.
 


Listing 2.1: ESXi provides a default installation script



 
# 
# Sample scripted installation file 
# 
# Accept the VMware End User License Agreement 
vmaccepteula 
# Set the root password for the DCUI and Tech Support Mode 
rootpw mypassword 
# Install on the first local disk available on machine 
install --firstdisk --overwritevmfs 
# Set the network to DHCP on the first network adapater 
network --bootproto=dhcp --device=vmnic0 
# A sample post-install script 
%post --interpreter=python --ignorefailure=true 
import time 
stampFile = open(‘/finished.stamp’, mode=‘w’) 
stampFile.write( time.asctime() ) 



 



 

If you want to use this default install script to install ESXi, you can specify it when booting the VMware ESXi installer by adding the ks=file://etc/vmware/weasel/ks.cfg boot option. I’ll show you how to specify that boot option shortly.
 

Of course, the default installation script is useful only if the settings work for your environment. Otherwise, you’ll need to create a custom installation script. The installation script commands are much the same as those supported in previous versions of vSphere. Here’s a breakdown of some of the commands supported in the ESXi installation script:
 


accepteula
or
vmaccepteula These commands accept the ESXi license agreement. They function the same way they did for ESXi 4.1.

 

install  The install command specifies that this is a fresh installation of ESXi, not an upgrade. This replaces the autopart command used in ESXi 4.1 scripted installations. You must also specify the following parameters:

 



--firstdisk  Specifies the disk on which ESXi should be installed. By default, the ESXi installer chooses local disks first, then remote disks, and then USB disks. You can change the order by appending a comma-separated list to the --firstdisk command, like this:


 


--firstdisk=remote,local


 


This would install to the first available remote disk and then to the first available local disk. Be careful here—you don’t want to inadvertently overwrite something (see the next set of commands).


 


--overwritevmfs
or
--preservevmfs These commands specify how the installer will handle existing VMFS datastores. The commands are pretty self-explanatory.


 


 

keyboard  This command specifies the keyboard type. It’s an optional component in the installation script.

 

network  This command provides the network configuration for the ESXi host being installed. It is optional but generally recommended. Depending on your configuration, some of the additional parameters are required:

 



--bootproto  This parameter is set to dhcp for assigning a network address via DHCP or to static for manual assignment of an IP address.


 


--ip  This sets the IP address and is required with --bootproto=static. The IP address should be specified in standard dotted-decimal format.


 


--gateway  This command specifies the IP address of the default gateway in standard dotted-decimal format. It’s required if you specified --bootproto=static.


 


--netmask  The network mask, in standard dotted-decimal format, is specified with this command. If you specify --bootproto=static, you must include this value.


 


--hostname  Specifies the hostname for the installed system.


 


--vlanid  If you need the system to use a VLAN ID, specify it with this command. Without a VLAN ID specified, the system will respond only to untagged traffic.


 


--addvmportgroup  This parameter is set to either 0 or 1 and controls whether a default VM Network port group is created. 0 does not create the port group; 1 does create the port group.


 


 

reboot  This command is optional and, if specified, will automatically reboot the system at the end of installation. If you add the --noeject parameter, the CD is not ejected.

 

rootpw  This is a required parameter and sets the root password for the system. If you don’t want the root password displayed in the clear, generate an encrypted password and use the --iscrypted parameter.

 

upgrade  This specifies an upgrade to ESXi 5. The upgrade command uses many of the same parameters as install and also supports a parameter for deleting the ESX Service Console VMDK for upgrades from ESX to ESXi. This parameter is the --deletecosvmdk parameter.

 



 

This is by no means a comprehensive list of all the commands available in the ESXi installation script, but it does cover the majority of the commands you’ll see in use.
 

Looking back at Listing 2.1, you’ll see that the default installation script incorporates a %post section, where additional scripting can be added using either the Python interpreter or the Busybox interpreter. What you don’t see in Listing 2.1 is the %firstboot section, which also allows you to add Python or Busybox commands for customizing the ESXi installation. This section comes after the installation script commands but before the %post section. Any command supported in the ESXi shell can be executed in the %firstboot section, so commands such as vim-cmd, esxcfg-vswitch, esxcfg-vmknic, and others can be combined in the %firstboot section of the installation script.
 

A number of commands that were supported in previous versions of vSphere (by ESX or ESXi) are no longer supported in installation scripts for ESXi 5, such as these:
 

 

 
	autopart (replaced by install, upgrade, or installorupgrade)
 

 
	auth or authconfig
 

 
	bootloader
 

 
	esxlocation
 

 
	firewall
 

 
	firewallport
 

 
	serialnum or vmserialnum
 

 
	timezone
 

 
	virtualdisk
 

 
	zerombr
 

 
	The --level option of %firstboot
 


 

Once you have created the installation script you will use, you need to specify that script as part of the installation routine.
 

Specifying the location of the installation script as a boot option is not only how you would tell the installer to use the default script but also how you tell the installer to use a custom installation script that you’ve created. This installation script can be located on a USB flash drive or in a network location accessible via NFS, HTTP, HTTPS, or FTP. Table 2.1 summarizes some of the supported boot options for use with an unattended installation of ESXi.
 

Table 2.1 Boot options for an unattended ESXi installation
 


	Boot Option
	Brief Description



	ks=cdrom:/path
	Uses the installation script found at path on the CD-ROM. The installer will check all CD-ROM drives until the file matching the specified path is found.


	ks=usb
	Uses the installation script named ks.cfg found in the root directory of an attached USB device. All USB devices are searched as long as they have a FAT16 or FAT32 filesystem.


	ks=usb:/path
	Uses the installation script at the specified path on an attached USB device. This allows you to use a different filename or location for the installation script.


	ks=protocol:/serverpath
	Uses the installation script found at the specified network location. The protocol can be NFS, HTTP, HTTPS, or FTP.


	ip=XX.XX.XX.XX
	Specifies a static IP address for downloading the installation script and the installation media.


	nameserver=XX.XX.XX.XX
	Provides the IP address of a Domain Naming System (DNS) server to use for name resolution when downloading the installation script or the installation media.


	gateway=XX.XX.XX.XX
	Provides the network gateway to be used as the default gateway for downloading the installation script and the installation media.


	netmask=XX.XX.XX.XX
	Specifies the network mask for the network interface used to download the installation script or the installation media.


	vlanid=XX
	Configures the network interface to be on the specified VLAN when downloading the installation script or the installation media.



 


Not a Comprehensive List of Boot Options

 

The list found in Table 2.1 includes only some of the more commonly used boot options when performing a scripted installation of ESXi. For the complete list of supported boot options, refer to the vSphere Installation and Setup Guide, available from www.vmware.com.

 




 

To use one or more of these boot options during the installation, you’ll need to specify them at the boot screen for the ESXi installer. Figure 2.7 shows the ESXi Installer boot screen; note the bottom of the screen, where it states that you can press Shift+O to edit the boot options.
 


Figure 2.7 Press Shift+O to edit the boot options and specify an installation script.
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Figure 2.8 shows a series of boot options added to retrieve the installation script from an HTTP URL.
 


Figure 2.8 Installation scripts can be stored and retrieved across the network.
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Using an installation script to install ESXi not only speeds up the installation process but also helps to ensure the consistent configuration of all your ESXi hosts.
 

The final method for deploying ESXi—using vSphere Auto Deploy—is the most complex, but it also offers administrators a great deal of flexibility.
 

Deploying VMware ESXi with vSphere Auto Deploy
 

When you deploy ESXi using vSphere Auto Deploy, you aren’t actually installing ESXi. That’s why I titled this section “Deploying VMware ESXi” instead of “Installing VMware ESXi.” Instead of actually installing ESXi onto a local disk or a SAN boot LUN, you are instead building an environment where ESXi is directly loaded into memory on a physical host as it boots. vSphere Auto Deploy uses a set of rules (called deployment rules) to control which hosts are assigned a particular ESXi image (called an image profile). Because ESXi isn’t actually installed on the local disks, this means that deploying a new ESXi image is as simple as modifying the deployment rule to point that physical host to a new image profile and then rebooting. When the host boots up, it will receive a new image profile.
 

Sounds easy, right? In theory, it is—but there are several steps you have to accomplish before you’re ready to actually deploy ESXi in this fashion:
 


1. You must set up a vSphere Auto Deploy server. This is the server that stores the image profiles.


2. You must set up and configure a Trivial File Transfer Protocol (TFTP) server on your network.


3. You must configure a DHCP server on your network to pass the correct information to hosts booting up.


4. You must create an image profile using PowerCLI.


5. Still using PowerCLI, you must create a deployment rule that assigns the image profile to a particular subset of hosts.




 

Once you’ve completed these five steps, you’re ready to start provisioning physical hosts with ESXi. When everything is configured and in place, the process looks something like this:
 


1. When the physical server boots, the server starts a PXE boot sequence. The DHCP server assigns an IP address to the host and provides the IP address of the TFTP server as well as a boot filename to download.


2. The host contacts the TFTP server and downloads the specified filename, which contains the gPXE boot file and a gPXE configuration file.


3. gPXE executes; this causes the host to make an HTTP boot request to the Auto Deploy server. This request includes information about the host, the host hardware, and host network information. This information is written to the server console when gPXE is executing, as you can see in Figure 2.9.


4. Based on the information passed to it from gPXE (the host information shown in Figure 2.9), the Auto Deploy server matches the server against a deployment rule and assigns the correct image profile. The Auto Deploy server then streams the assigned ESXi image across the network to the physical host.




 


Figure 2.9 Host information is echoed to the server console when it performs a network boot.
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When the host has finished executing, you have a physical system running ESXi. The Auto Deploy server also has the ability to automatically join the ESXi host to vCenter Server and assign a host profile (which I’ll discuss in a bit more detail in Chapter 3, “Installing and Configuring vCenter Server”) for further configuration. As you can see, this system potentially offers administrators tremendous flexibility and power.
 

Ready to get started with provisioning ESXi hosts using Auto Deploy? Let’s start with setting up the vSphere Auto Deploy server.
 

Installing the vSphere Auto Deploy Server
 

The vSphere Auto Deploy server is where the various ESXi image profiles are stored. The image profile is transferred from this server via HTTP to a physical host when it boots. The image profile is the actual ESXi image, and it comprises multiple VIB files. VIBs are ESXi software packages; these could be drivers, Common Information Management (CIM) providers, or other applications that extend or enhance the ESXi platform. Both VMware and VMware’s partners could distribute software as VIBs.
 

You can install vSphere Auto Deploy on the same system as vCenter Server or on a separate Windows Server–based system (this could certainly be a VM). In addition, the vCenter virtual appliance comes preloaded with the Auto Deploy server installed. If you want to use the vCenter virtual appliance, you need only deploy the appliance and configure the service from the web-based administrative interface. I’ll describe the process for deploying the vCenter virtual appliance in more detail in Chapter 3. In this section, I’ll walk you through installing the Auto Deploy server on a separate Windows-based system.
 

Perform the following steps to install the vSphere Auto Deploy server:
 


1. Make the vCenter Server installation media available to the Windows Server–based system where you will be installing Auto Deploy.


If this is a VM, you can map the vCenter Server installation ISO to the VM’s CD/DVD drive.

 

2. From the VMware vCenter Installer screen, select VMware Auto Deploy and click Install.


3. Choose the language for the installer and click OK.


This will launch the vSphere Auto Deploy installation wizard.

 

4. Click Next at the first screen of the installation wizard.


5. Click Next to acknowledge the VMware patents.


6. Select I Accept The Terms In The License Agreement, and click Next to continue.


7. Click Next to accept the default installation location, the default repository location, and the default maximum repository size.


If you need to change locations, use either of the Change buttons; if you need to change the repository size, specify a new value in gigabytes (GB).

 

8. If you are installing on a system separate from vCenter Server, specify the IP address or name of the vCenter Server with which this Auto Deploy server should register.


You’ll also need to provide a username and password. Click Next when you have finished entering this information.

 

9. Click Next to accept the default Auto Deploy server port.


10. Click Next to accept the Auto Deploy server identifying itself on the network via its IP address.


11. Click Install to install the Auto Deploy server.


12. Click Finish to complete the installation.




 

If you now go back to the vSphere Client (if you haven’t installed it yet, skip ahead to the section “Installing the vSphere Client” and then come back) and connect to vCenter Server, you’ll see a new Auto Deploy icon on the vSphere Client’s home page. Click it to see information about the registered Auto Deploy server. Figure 2.10 shows the Auto Deploy screen after I’ve installed and registered an Auto Deploy server with vCenter Server.
 

That’s it for the Auto Deploy server itself; once it’s been installed and is up and running, there’s very little additional work or configuration required, except configuring TFTP and DHCP on your network to support vSphere Auto Deploy. The next section provides an overview of the required configurations for TFTP and DHCP.
 

Configuring TFTP and DHCP for Auto Deploy
 

The exact procedures for configuring TFTP and DHCP are going to vary based on the specific TFTP and DHCP servers you are using on your network. For example, configuring the ISC DHCP server to support vSphere Auto Deploy is dramatically different from configuring the DHCP Server service provided with Windows Server. As a matter of necessity, then, I can only provide high-level information in this section. Refer to your specific vendor’s documentation for details on how the configuration is carried out.
 

Configuring TFTP
 

For TFTP, you only need to upload the appropriate TFTP boot files to the TFTP directory. The Download TFTP Boot Zip hyperlink shown in Figure 2.10 provides the necessary files. Simply download the Zip file using that link, unzip the file, and place the contents of the unzipped file in the TFTP directory on the TFTP server.
 


Figure 2.10 This screen provides information about the Auto Deploy server that is registered with vCenter Server.
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Configuring DHCP
 

For DHCP, you need to specify two additional DHCP options:
 

 

 
	Option 66, referred to as next-server or as Boot Server Host Name, must specify the IP address of the TFTP server.
 

 
	Option 67, called boot-filename or Bootfile Name, should contain the value undionly.kpxe.vmw-hardwired.
 


 

If you want to identify hosts by IP address in the deployment rules, then you’ll need a way to ensure that the host gets the IP address you expect. You can certainly use DHCP reservations to accomplish this, if you like; just be sure that options 66 and 67 apply to the reservation as well.
 

Once you’ve configured TFTP and DHCP, you’re ready to create the image profile.
 

Creating an Image Profile
 

The process for creating an image profile may seem counterintuitive at first; it did for me. Creating an image profile involves first adding at least one software depot. A software depot could be a directory structure of files and folders on an HTTP server, or (more commonly) it could be an offline depot in the form of a Zip file. You can add multiple software depots.
 

Some software depots will already have one or more image profiles defined, and you can define additional image profiles (usually by cloning an existing image profile). You’ll then have the ability to add software packages (in the form of VIBs) to the image profile you’ve created. Once you’ve finished adding or removing software packages or drivers from the image profile, you can export the image profile (either to an ISO or as a Zip file for use as an offline depot).
 


  


































All image profile tasks are accomplished using PowerCLI, so you’ll need to ensure that you have a system with PowerCLI installed in order to perform these tasks. I’ll describe PowerCLI, along with other automation tools, in more detail in Chapter 14, “Automating VMware vSphere.” In the next part of this section, I’ll walk you through creating an image profile based on the ESXi 5.0.0 offline depot Zip file available for downloading by registered customers.
 

Perform the following steps to create an image profile:
 


1. At a PowerCLI prompt, use the Connect-VIServer cmdlet to connect to vCenter Server.


2. Use the Add-EsxSoftwareDepot command to add the ESXi 5.0.0 offline depot file:



 

Add-EsxSoftwareDepot –DepotURL C:\vmware-ESXi-5.0.0-XXXXXX-depot.zip



 



 

3. Repeat the Add-EsxSoftwareDepot command to add other software depots as necessary.


4. Use the Get-EsxImageProfile command to list all image profiles in all currently visible depots.


5. To create a new image profile, clone an existing profile (existing profiles are typically read-only) using the New-EsxImageProfile command:




 


 

New-EsxImageProfile –CloneProfile “ESXi-5.0.0-XXXXXX-standard” –Name “My_Custom_Profile”



 



 

Once you have an image profile established, you can customize the image profile by adding VIBs or you can export the image profile. You might want to export the image profile, because once you exit a PowerCLI session where you’ve created image profiles, the image profiles will not be available when you start a new session. Exporting the image profile as a Zip file offline depot, you can easily add the image profile back in when you start a new session.
 

To export an image profile as a Zip file offline depot, run this command:
 


 

Export-EsxImageProfile –ImageProfile “My_Custom_Profile” –ExportToBundle –FilePath “C:\path\to\ZIP-file-offline-depot.zip”



 



 

When you start a new PowerCLI session to work with an image profile, simply add this offline depot with the Add-EsxSoftwareDepot command.
 

The final step is establishing deployment rules that link image profiles to servers in order to provision ESXi to them at boot time. I’ll describe how to do this in the next section.
 

Establishing Deployment Rules
 

The deployment rules are where the “rubber meets the road” for vSphere Auto Deploy. When you define a deployment rule, you are linking an image profile to one or more physical hosts. It’s at this point that vSphere Auto Deploy will copy all the VIBs defined in the specified image profile up to the Auto Deploy server so that they are accessible from the hosts. Once a deployment rule is in place, you can actually begin provisioning hosts via Auto Deploy (assuming all the other pieces are in place and functioning correctly, of course).
 

As with image profiles, deployment rules are managed via PowerCLI. You’ll use the New-DeployRule and Add-DeployRule commands to define new deployment rules and add them to the working rule set, respectively.
 

Perform the following steps to define a new deployment rule:
 


1. In a PowerCLI session where you’ve previously connected to vCenter Server and defined an image profile, use the New-DeployRule command to define a new deployment rule that matches an image profile to a physical host:



 

New-DeployRule –Name “Img_Rule “ –Item “My_Custom_Profile” –Pattern “vendor=Cisco”, “ipv4=10.1.1.225,10.1.1.250”



 



 

This rule assigns the image profile named My_Custom_Profile to all hosts with “Cisco” in the vendor string and having either the IP address 10.1.1.225 or 10.1.1.250. You could also specify an IP range like 10.1.1.225-10.1.1.250 (using a hyphen to separate the start and end of the IP address range).

 

2. Next, create a deployment rule that assigns the ESXi host to a cluster within vCenter Server:



 

New-DeployRule –Name “Default_Cluster” –Item “Cluster-1” -AllHosts



 



 

This rule puts all hosts into the cluster named Cluster-1 in the vCenter Server with which the Auto Deploy server is registered. (Recall that an Auto Deploy server must be registered with a vCenter Server instance.)

 

3. Add these rules to the working rule set:



 

Add-DeployRule Img_Rule
Add-DeployRule Default_Cluster



 



 

As soon as you add the deployment rules to the working rule set, vSphere Auto Deploy will, if necessary, start uploading VIBs to the Auto Deploy server in order to satisfy the rules you’ve defined.

 

4. Verify that these rules have been added to the working rule set with the Get-DeployRuleSet command.




 

Now that a deployment rule is in place, you’re ready to provision via Auto Deploy. Boot the physical host that matches the patterns you defined in the deployment rule, and it should follow the boot sequence I described at the start of this section. Figure 2.11 shows what it looks like when a host is booting ESXi via vSphere Auto Deploy.
 


Figure 2.11 Note the differences in the ESXi boot process when using Auto Deploy versus a traditional installation of ESXi.
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By now, you should be starting to see the flexibility that Auto Deploy offers. If you need to deploy a new ESXi image, you need only define a new image profile (using a new software depot, if necessary), assign that image profile with a deployment rule, and reboot the physical servers. When the physical servers come up, they will boot the newly assigned ESXi image via PXE.
 

Of course, there are some additional concerns that you’ll need to address should you decide to go this route:
 

 

 
	The image profile doesn’t contain any ESXi configuration state information, such as virtual switches, security settings, advanced parameters, and so forth. Host profiles are used to store this configuration state information in vCenter Server and pass that configuration information down to a host automatically. You can use a deployment rule to assign a host profile, or you can assign a host profile to a cluster and then use a deployment rule to join hosts to a cluster. I’ll describe host profiles in greater detail in Chapter 3.
 


 

 

 
	State information such as log files, generated private keys, and so forth is stored in host memory and is lost during a reboot. Therefore, you must configure additional settings such as setting up syslog for capturing the ESXi logs. Otherwise, this vital operational information is lost every time the host is rebooted. The configuration for capturing this state information can be included in a host profile that is assigned to a host or cluster.
 


 

Because the ESXi image doesn’t contain configuration state and doesn’t maintain dynamic state information, ESXi hosts provisioned via Auto Deploy would be considered stateless ESXi hosts. All the state information is stored elsewhere instead of on the host itself.
 

vSphere Auto Deploy offers some great advantages, especially for environments with lots of ESXi hosts to manage. However, if you’d prefer to have the OEM worry about the installation of ESXi and you have compatible OEM hardware, then you could choose to deploy ESXi Embedded, as described in the next section.
 

Deploying VMware ESXi Embedded
 

When you purchase a system with ESXi Embedded, you only need to rack the server, connect the networking cables, and power on. The ESXi Embedded on the persistent storage will obtain an IP address from a DHCP server to provide immediate access via the console, vSphere Client, or vCenter Server.
 

The server set to run ESXi Embedded must be configured to boot from the appropriate device. Take, for example, an HP server with a USB flash drive with ESXi Embedded connected to an internal (or external) USB port. To run the thin hypervisor, the server must be configured to boot from the USB device. Figure 2.12 shows the BIOS of an HP ProLiant DL385 G2 server.
 


Figure 2.12 To run ESXi Embedded, you must configure the server to boot from the persistent storage device.
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Because ESXi Embedded is installed on and running from the internal USB device, no local hard drives are necessary in this sort of configuration. Customers deploying ESXi Embedded can use servers without hard drives, further reducing power consumption and heat generation. Additionally, because ESXi Embedded is already “installed” on the USB device, there is no installation of which to speak. Once the server is configured to boot from the persistent storage device and ESXi Embedded is up and running, it is managed and configured in the same fashion as ESXi Installable. This makes it incredibly easy to deploy additional servers in rapid fashion.
 

Although ESXi Embedded is intended for use by OEMs, it’s possible to create your own “ESXi Embedded” edition by putting ESXi (the Installable version) onto a USB drive and then booting from this USB drive. This is a great way to test ESXi, but keep in mind that VMware might not support this sort of configuration.
 

Performing Post-installation Configuration
 

Whether you are installing from a CD/DVD or performing an unattended installation of ESXi, once the installation is complete, there are several post-installation steps that are necessary or might be necessary, depending on your specific configuration. I’ll discuss these tasks in the following sections.
 

Installing the vSphere Client
 

This might come as a bit of shock for IT professionals who have grown accustomed to managing Microsoft Windows–based servers from the server’s console (even via Remote Desktop), but ESXi wasn’t designed for you to manage it from the server’s console. Instead, you should use the vSphere Client.
 

The vSphere Client is a Windows-only application that allows for connecting directly to an ESXi host or to a vCenter Server installation. The only difference in the tools used is that connecting directly to an ESXi host requires authentication with a user account that exists on that specific host, while connecting to a vCenter Server installation relies on Windows users for authentication. Additionally, some features of the vSphere Client—such as initiating vMotion, for example—are available only when connecting to a vCenter Server installation.
 


An Alternative to the vSphere Client

 

In vSphere 5, VMware added a new web-based client, called the vSphere Web Client, as a potential alternative to the Windows-based vSphere Client. The vSphere Web Client provides a subset of the functionality offered by the vSphere Client, focusing on daily tasks like VM provisioning. Because not all tasks can be completed with the vSphere Web Client, I’ll focus primarily on the vSphere Client in this book.

 




 

You can install the vSphere Client with the vCenter Server installation media. Figure 2.13 shows the VMware vCenter Installer with the vSphere Client option selected.
 


Figure 2.13 You can install the vSphere Client directly from the vCenter Server installation media.
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In previous versions of VMware vSphere, one of the easiest installation methods was to simply connect to an ESX/ESXi host or a vCenter Server instance using your web browser. From there, you clicked a link to download the vSphere Client right from the web page. In vSphere 5, the vSphere Client download link for ESXi hosts doesn’t point to a local copy of the installation files; it redirects you to a VMware-hosted website to download the files. The vSphere Client download link for vCenter Server 5, though, still points to a local copy of the vSphere Client installer.
 

Because you might not have installed vCenter Server yet—that is the focus of the next chapter, Chapter 3—I’ll walk you through installing the vSphere Client from the vCenter Server installation media. Regardless of how you obtain the installer, once the installation wizard starts, the process is the same.
 

Perform the following steps to install the vSphere Client from the vCenter Server installation media:
 


1. Make the vCenter Server installation media available via CD/DVD to the system where you want to install the vSphere Client.


If you are installing the vSphere Client on a Windows VM, you can mount the vCenter Server installation ISO image as a virtual CD/DVD image. Refer to Chapter 7, “Ensuring High Availability and Business Continuity,” for more details if you are unsure how to attach a virtual CD/DVD image.

 

2. If AutoRun doesn’t automatically launch the VMware vCenter Installer (shown previously in Figure 2.13), navigate to the CD/DVD and double-click Autorun.exe.


3. From the VMware vCenter Installer main screen, click vSphere Client under VMware Product Installers, and then click Install.


4. Select the language for the installer and click OK.


5. Click the Next button on the welcome page of the Virtual Infrastructure Client Wizard.


6. Click Next at the End User Patent Agreement screen.


7. Click the radio button labeled I Accept The Terms In The License Agreement, and then click the Next button.


8. Specify a username and organization name, and then click the Next button.


9. Configure the destination folder, and then click the Next button.


10. Click the Install button to begin the installation.


11. If prompted, select I Have Read And Accept The Terms Of The License Agreement, and then click Install to install the Microsoft .NET Framework, which is a prerequisite for the vSphere Client.


12. When the .NET Framework installation completes (if applicable), click Exit to continue with the rest of the vSphere Client installation.


13. Click the Finish button to complete the installation. Restart the computer if prompted.




 


64-Bit vs. 32-Bit

 

Although the vSphere Client can be installed and is supported on 64-bit Windows operating systems, the vSphere Client itself remains a 32-bit application and runs in 32-bit compatibility mode.

 




 

Reconfiguring the Management Network
 

During the installation of ESXi, the installer creates a virtual switch—also known as a vSwitch—bound to a physical NIC. The tricky part, depending on your server hardware, is that the installer might select a different physical NIC than the one you need for correct network connectivity. Consider the scenario depicted in Figure 2.14. If, for whatever reason, the ESXi installer doesn’t link the correct physical NIC to the vSwitch it creates, then you won’t have network connectivity to that host. I’ll talk more about why ESXi’s network connectivity must be configured with the correct NIC in Chapter 5, but for now just understand that this is a requirement for connectivity. Since you need network connectivity to manage the host from the vSphere Client, how do you fix this?
 


Figure 2.14 Network connectivity won’t be established if the ESXi installer links the wrong NIC to the management network.
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The simplest fix for this problem is to unplug the network cable from the current Ethernet port in the back of the server and continue trying the remaining ports until the host is accessible, but that’s not always possible or desirable. The better way is to use the DCUI to reconfigure the management network so that it is converted the way you need it to be configured.
 

Perform the following steps to fix the management NIC in ESXi using the DCUI:
 


1. Access the console of the ESXi host, either physically or via a remote console solution such as an IP-based KVM.


2. On the ESXi home screen, shown in Figure 2.15, press F2 for Customize System/View Logs. If a root password has been set, enter that root password.


3. From the System Customization menu, select Configure Management Network, and press Enter.


4. From the Configure Management Network menu, select Network Adapters, and press Enter.


5. Use the spacebar to toggle which network adapter or adapters will be used for the system’s management network, as shown in Figure 2.16. Press Enter when finished.


6. Press Esc to exit the Configure Management Network menu. When prompted to apply changes and restart the management network, press Y.


After the correct NIC has been assigned to the ESXi management network, the System Customization menu provides a Test Management Network option to verify network connectivity.

 

7. Press Esc to log out of the System Customization menu and return to the ESXi home screen.




 


Figure 2.15 The ESXi home screen provides options for customizing the system and restarting or shutting down the server.
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Figure 2.16 In the event the incorrect NIC is assigned to ESXi’s management network, you can select a different NIC.
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At this point, you should have management network connectivity to the ESXi host, and from here forward you can use the vSphere Client to perform other configuration tasks, such as configuring time synchronization.
 

Configuring Time Synchronization
 

Time synchronization in ESXi is an important configuration because the ramifications of incorrect time run deep. While ensuring that ESXi has the correct time seems trivial, time-synchronization issues can affect features such as performance charting, SSH key expirations, NFS access, backup jobs, authentication, and more. After the installation of ESXi Installable or during an unattended installation of ESXi using an installation script, the host should be configured to perform time synchronization with a reliable time source. This source could be another server on your network or a time source located on the Internet. For the sake of managing time synchronization, it is easiest to synchronize all your servers against one reliable internal time server and then synchronize the internal time server with a reliable Internet time server. ESXi provides a Network Time Protocol (NTP) implementation to provide this functionality.
 

The simplest way to configure time synchronization for ESXi involves the vSphere Client.
 

Perform the following steps to enable NTP using the vSphere Client:
 


1. Use the vSphere Client to connect directly to the ESXi host (or to a vCenter Server installation, if you have vCenter Server running at this point).


2. Select the hostname from the inventory tree on the left, and then click the Configuration tab in the details pane on the right.


3. Select Time Configuration from the Software menu.


4. Click the Properties link.


5. In the Time Configuration dialog box, select NTP Client Enabled.


6. Still in the Time Configuration dialog box, click the Options button.


7. Select the NTP Settings option in the left side of the NTP Daemon (ntpd) Options dialog box, and add one or more NTP servers to the list, as shown in Figure 2.17.


8. Check the box marked Restart NTP Service To Apply Changes; then click OK.


9. Click OK to return to the vSphere Client. The Time Configuration area will update to show the new NTP servers.




 

You’ll note that using the vSphere Client to enable NTP this way also automatically enables NTP traffic through the firewall. You can verify this by noting an “Open Firewall Ports” entry in the Tasks pane or by clicking Security Profile under the Software menu and seeing an entry for NTP Client listed under Outgoing Connections.
 


Figure 2.17 Specifying NTP servers allows ESXi to automatically keep time synchronized.
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Windows as a Reliable Time Server

 

You can configure an existing Windows Server as a reliable time server by performing these steps:

 


1. Use the Group Policy Object editor to navigate to Administrative Templates → System → Windows Time Service → Time Providers.

 

2. Enable the Enable Windows NTP Server Group Policy option.

 

3. Navigate to Administrative Templates → System → Windows Time Service.

 

4. Double-click the Global Configuration Settings option, and select the Enabled radio button.

 

5. Set the AnnounceFlags option to 4.

 

6. Click the OK button.

 



 




 

In this chapter I’ve discussed some of the decisions that you’ll have to make as you deploy ESXi in your datacenter, and I’ve shown you how to deploy these products using both interactive and unattended methods. In the next chapter, I’ll show you how to deploy VMware vCenter Server, a key component in your virtualization environment.
 

The Bottom Line
 

Understand the differences between ESXi Installable and ESXi Embedded.


Although ESXi Installable and ESXi Embedded share the same core hypervisor technology and the same functionality, ESXi Embedded is an OEM solution that is designed to be preinstalled and integrated by equipment manufacturers; ESXi Installable (referred to just as ESXi in this chapter) is designed to be deployed and installed by customers.

 

Master It

 

You’re evaluating ESXi Installable and ESXi Embedded and trying to decide which to use for the vSphere deployment within your company. What are some of the factors that might lead you to choose ESXi Installable over ESXi Embedded or vice versa?

 

Understand ESXi compatibility requirements.


Unlike traditional operating systems like Windows or Linux, ESXi has much stricter hardware compatibility requirements. This helps ensure a stable, well-tested product line that is able to support even the most mission-critical applications.

 

Master It

 

You’d like to run ESXi Embedded, but your hardware vendor doesn’t have a model that includes it. Should you go ahead and buy the servers anyway, even though the hardware vendor doesn’t have a model with ESXi Embedded?

 

Master It

 

You have some older servers onto which you’d like to deploy ESXi. They aren’t on the Hardware Compatibility List. Will they work with ESXi?

 

Plan an ESXi deployment.


Deploying ESXi will affect many different areas of your organization—not only the server team but also the networking team, the storage team, and the security team. There are many issues to consider, including server hardware, storage hardware, storage protocols or connection types, network topology, and network connections. Failing to plan properly could result in an unstable and unsupported implementation.

 

Master It

 

Name three areas of networking that must be considered in a vSphere design.

 

Deploy ESXi.


ESXi can be installed onto any supported and compatible hardware platform. You have three different ways to deploy ESXi: you can install it interactively, you can perform an unattended installation, or you can use vSphere Auto Deploy to provision ESXi directly to the host memory of a server as it boots up. This last method is also referred to as a stateless configuration.

 

Master It

 

Your manager asks you to provide him with a copy of the unattended installation script that you will be using when you roll out ESXi using vSphere Auto Deploy. Is this something you can give him?

 

Master It

 

Name two advantages and two disadvantages of using vSphere Auto Deploy to provision ESXi hosts.

 

Perform post-installation configuration of ESXi.


Following the installation of ESXi, some additional configuration steps may be required. For example, if the wrong NIC is assigned to the management network, then the server won’t be accessible across the network. You’ll also need to configure time synchronization.

 

MasterIt

 

You’ve installed ESXi on your server, but the welcome web page is inaccessible, and the server doesn’t respond to a ping. What could be the problem?

 

Install the vSphere Client.


ESXi is managed using the vSphere Client, a Windows-only application that provides the functionality to manage the virtualization platform. There are a couple of different ways to obtain the vSphere Client installer, including running it directly from the VMware vCenter Installer or by downloading it using a web browser connected to the IP address of a vCenter Server instance.

 

Master It

 

List two ways by which you can install the vSphere Client.

 


  
Chapter 3
 

Installing and Configuring vCenter Server
 

In the majority of today’s information systems, the client-server architecture is king. This emphasis is because the client-server architecture has the ability to centralize management of resources and to provide end users and client systems with access to those resources in a simplified manner. Information systems used to exist in a flat, peer-to-peer model, when user accounts were required on every system where resource access was needed and when significant administrative overhead was needed simply to make things work. That is how managing a large infrastructure with many ESXi hosts feels without vCenter Server. vCenter Server brings the advantages of the client-server architecture to the ESXi host and to VM management.
 

In this chapter, you will learn to
 

 

 
	Understand the features and role of vCenter Server
 

 
	Plan a vCenter Server deployment
 

 
	Install and configure a vCenter Server database
 

 
	Install and configure vCenter Server
 

 
	Use vCenter Server’s management features
 


 

Introducing vCenter Server
 

As the size of a virtual infrastructure grows, the ability to manage the infrastructure from a central location becomes significantly more important. vCenter Server is a Windows-based application that serves as a centralized management tool for ESXi hosts and their respective VMs. vCenter Server acts as a proxy that performs tasks on the individual ESXi hosts that have been added as members of a vCenter Server installation. As I discussed in Chapter 1, “Introducing VMware vSphere 5,” VMware includes vCenter Server licensing in every kit and every edition of vSphere, underscoring the importance of vCenter Server. Although VMware does offer a couple of different editions of vCenter Server (vCenter Server Essentials, vCenter Server Foundation, and vCenter Server Standard), I’ll focus only on vCenter Server Standard in this book.
 

As you will see throughout this book, much of the advanced functionality that vSphere offers comes only when vCenter Server is present. Specifically, vCenter Server offers core services in the following areas:
 

 

 
	Resource management for ESXi hosts and VMs
 

 
	Template management
 

 
	VM deployment
 

 
	VM management
 

 
	Scheduled tasks
 

 
	Statistics and logging
 

 
	Alarms and event management
 

 
	ESXi host management
 


 

Figure 3.1 outlines the core services available through vCenter Server.
 


Figure 3.1 vCenter Server provides a full spectrum of virtualization management functions.
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Why Is ESX/ESXi Host Management Listed for vCenter Server?

 

Although this book primarily focuses on vSphere 5, there are areas where you’ll see references to ESX, which is no longer included with vSphere 5. For example, in Chapter 4, “Installing and Configuring vSphere Update Manager,” you’ll see references to ESX because vSphere Update Manager supports updating and upgrading ESX 4.x hosts to ESXi 5. In this chapter, any references to ESX are because vCenter Server 5 is capable of managing ESX/ESXi 4.x hosts as well as ESXi 5 hosts.

 




 

New to vSphere 5 is the inclusion of vCenter Server in an entirely new format: as a Linux-based virtual appliance. You’ll learn more about virtual appliances in Chapter 10, “Using Templates and vApps,” but for now suffice it to say that the vCenter Server virtual appliance (which you may see referred to as VCVA) offers an option to quickly and easily deploy a full installation of vCenter Server on SuSE Linux.
 

Because of the breadth of features included in vCenter Server, most of these core services are discussed in later chapters. For example, Chapter 9, “Creating and Managing Virtual Machines,” discusses VM deployment, VM management, and template management. Chapter 11, “Managing Resource Allocation,” and Chapter 12, “Balancing Resource Utilization,” deal with resource management for ESXi hosts and VMs, and Chapter 13, “Monitoring VMware vSphere Performance,” discusses alarms. In this chapter, I’ll focus primarily on ESXi host management, but I’ll also discuss scheduled tasks, statistics and logging, and event management.
 

There are two other key items about vCenter Server that you can’t really consider core services. Instead, these underlying features support the core services provided by vCenter Server. In order to help you more fully understand the value of vCenter Server in a vSphere deployment, I need to provide a closer look at the centralized user authentication and extensible framework that vCenter Server provides.
 

Centralizing User Authentication Using vCenter Server
 

Centralized user authentication is not listed as a core service of vCenter Server, but it is essential to how vCenter Server operates, and it is essential to the reduction of management overhead that vCenter Server brings to a vSphere implementation. In Chapter 2, “Planning and Installing VMware ESXi,” I discussed a user’s authentication to an ESXi host under the context of a user account created and stored locally on that host. Generally speaking, without vCenter Server you would need a separate user account on each ESXi host for each administrator who needed access to the server. As the number of ESXi hosts and the number of administrators who need access to these hosts grows, the number of accounts to manage grows exponentially. There are workarounds for this overhead; one such workaround is integrating your ESXi hosts into Active Directory, a topic that I discuss in more detail in Chapter 8, “Securing VMware vSphere.” In this chapter, I’ll assume the use of local accounts, but be aware that using Active Directory integration with your ESXi hosts does change the picture somewhat. In general, though, the centralized user authentication vCenter Server offers is significantly simpler and easier to manage than other available methods.
 

In a virtualized infrastructure with only one or two ESXi hosts, administrative effort is not a major concern. Administration of one or two servers would not incur incredible effort on the part of the administrator, and the creation of user accounts for administrators would not be too much of a burden.
 

In situations like this, vCenter Server might not be missed from a management perspective, but it will certainly be missed from a feature set viewpoint. In addition to its management capabilities, vCenter Server provides the ability to perform vMotion, configure vSphere Distributed Resource Scheduler (DRS), establish vSphere High Availability (HA), and use vSphere Fault Tolerance (FT). These features are not accessible using ESXi hosts without vCenter Server. Without vCenter Server, you also lose key functionality such as vSphere Distributed Switches, host profiles, profile-driven storage, and vSphere Update Manager. vCenter Server is a requirement for any enterprise-level virtualization project.
 


vCenter Server Requirement

 

Strictly speaking, vCenter Server is not a requirement for a vSphere deployment. You can create and run VMs without vCenter Server. However, to utilize the advanced features of the vSphere product suite—features such as vSphere Update Manager, vMotion, vSphere DRS, vSphere HA, vSphere Distributed Switches, host profiles, or vSphere FT—vCenter Server must be licensed, installed, and configured accordingly.

 




 

But what happens when the environment grows? What happens when there are 10 ESXi hosts and five administrators? Now, the administrative effort of maintaining all these local accounts on the ESXi hosts becomes a significant burden. If a new account is needed to manage the ESXi hosts, you must create the account on 10 different hosts. If the password to an account needs to change, you must change the password on 10 different hosts.
 

vCenter Server addresses this problem. When you install vCenter Server on a Windows Server–based OS, it uses standard Windows user accounts and groups for authentication. These users and groups can reside in the local security accounts manager (SAM) database for that specific Windows-based server, or the users and groups can belong to the Active Directory domain to which the vCenter Server computer belongs. Alternately, when you deploy the Linux-based vCenter Server virtual appliance, it integrates into Active Directory to provide access to Active Directory–based users and groups. Either way, with vCenter Server in place, you can use the vSphere Client to connect to vCenter Server using a Windows-based account or to connect to an ESXi host using a local account. Further, vCenter Server enables this centralized authentication without any extensive changes on the ESXi host itself; it’s just built into the way vCenter Server and ESXi interact.
 

Although the vSphere Client supports authentication of both vCenter Server and ESXi hosts, organizations should use a consistent method for provisioning user accounts to manage their vSphere infrastructure because local user accounts created on an ESXi host are not reconciled or synchronized with the Windows or Active Directory accounts that vCenter Server uses.
 

For example, if a user account named Shane is created locally on an ESXi host named pod-1 -blade-5.v12nlab.net and the user account is granted the permissions necessary to manage the host, Shane will not be able to utilize the vSphere Client connected to vCenter Server to perform his management capabilities. The inverse is also true. If a Windows user account named Elaine is granted permission through vCenter Server to manage an ESXi host named pod-1-blade-6.v12nlab.net, then Elaine will not be able to manage the host by using the vSphere Client to connect directly to that ESXi host.
 


Authentication with the vSphere Client

 

Generally speaking, logging on to an ESXi host using the vSphere Client requires the use of an account created and stored locally on that host. Using the same vSphere Client to connect to vCenter Server requires the use of a Windows user account. Keep in mind that vCenter Server and ESXi hosts do not make any attempt to reconcile the user accounts in their respective account databases.

 

Using the vSphere Client to connect directly to an ESXi host that is currently being managed by vCenter Server can cause negative effects in vCenter Server. A successful logon to a managed host results in a pop-up box that warns you of this potential problem.

 




 

Providing an Extensible Framework
 

Just as centralized authentication is not a core vCenter Server service, I don’t include vCenter Server’s extensible framework as a core service. Rather, this extensible framework provides the foundation for vCenter Server’s core services and enables third-party developers to create applications built around vCenter Server. Figure 3.2 shows some of the components that revolve around the core services of vCenter Server.
 


Figure 3.2 Other applications can extend vCenter Server’s core services to provide additional management functionality.
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A key aspect for the success of virtualization is the ability to allow third-party companies to provide additional products that add value, ease, and functionality to existing products. By building vCenter Server in an extensible fashion and providing an application programming interface (API) to vCenter Server, VMware has shown its interest in allowing third-party software developers to play an integral part in virtualization. The vCenter Server API allows companies to develop custom applications that can take advantage of the virtual infrastructure created in vCenter Server. For example, numerous companies have created backup utilities that work off the exact inventory created inside vCenter Server to allow for advanced backup options of VMs. Storage vendors use the vCenter API to create plug-ins that expose storage details, and other third-party applications use the vCenter Server APIs to provide management, monitoring, life cycle management, or automation functionality.
 

You can find more information on vCenter Server functionality in Chapter 10, which provides a detailed look at templates along with VM deployment and management, and Chapter 8, which goes deeper into vCenter Server’s access controls. Chapter 11 discusses resource management, while Chapter 13 offers an in-depth look at ESXi host and VM monitoring, as well as alarms.
 

You’re almost ready to take a closer look at installing, configuring, and managing vCenter Server. First, however, I’ll discuss choosing which version of vCenter Server you should deploy in your environment.
 

Choosing the Version of vCenter Server
 

I mentioned in the previous section that in vSphere 5 vCenter Server now comes not only as a Windows-based application but also as SuSE Linux-based virtual appliance. As a result, one of the primary decisions that you must make as you prepare to deploy vCenter Server is which version of vCenter Server you will use. Will you use the Windows Server–based version or use the virtual appliance?
 

There are some advantages and disadvantages to each approach:
 

 

 
	The Linux-based virtual appliance comes preloaded with additional services like Auto Deploy (which I covered in Chapter 2), Dynamic Host Configuration Protocol (DHCP), Trivial File Transfer Protocol (TFTP), and Syslog. If you need these services on your network, you can provide these services with a single deployment of the vCenter virtual appliance. With the Windows Server–based version, these services are separate installations or possibly even separate VMs (or, worse yet, separate physical servers!).
 

 
	If your experience is primarily with Windows Server, the Linux underpinnings of the vCenter virtual appliance are something with which you may not be familiar. This introduces a learning curve that you should consider.
 

 
	Conversely, if your experience is primarily with Linux, then deploying a Windows Server–based application will require some learning and acclimation for you and/or your staff.
 

 
	If you need support for Microsoft SQL Server, the Linux-based vCenter virtual appliance won’t work; you’ll need to deploy the Windows Server–based version of vCenter Server. However, if you are using Oracle or DB2, or if you are a small installation without a separate database server, the vCenter Server virtual appliance will work just fine (it has its own embedded database if you don’t have or don’t need a separate database server).
 

 
	If you need to use linked mode, you must deploy the Windows Server–based version of vCenter Server. The vCenter Server virtual appliance does not support linked mode.
 

 
	If you need support for IPv6, the vCenter Server virtual appliance does not provide that support; you must deploy the Windows Server–based version.
 

 
	Because the vCenter Server virtual appliance naturally runs only as a VM, you are constrained to that particular design decision. If you want or need to run vCenter Server on a physical system, you cannot use the vCenter Server virtual appliance.
 

 
	If you want to use vCenter Heartbeat to protect vCenter Server from downtime, you’ll need to use the Windows Server–based version of vCenter Server.
 


 

As you can see, there are a number of considerations that will affect your decision to deploy vCenter Server as a Windows Server–based installation or as a Linux-based virtual appliance.
 


My View on the vCenter Virtual Appliance

 

Because of some of the support limitations around the SuSE Linux-based vCenter Server virtual appliance, I’m inclined to position this solution as more appropriate for smaller installations. This is not because the virtual appliance is in some way not capable of handling the larger environments but simply because the idea of deploying a virtual appliance that handles all the various services that are required would appeal more to a smaller implementation. Deploying the vCenter Server virtual appliance is a one-step solution that would work for many smaller vSphere environments or perhaps is an ideal solution for test/development environments.

 




 

In the next section, I’ll discuss some of the planning and design considerations that have to be addressed if you are planning on deploying the Windows Server–based version of vCenter Server. Most of these apply to the Windows Server–based version of vCenter Server, but some of these considerations may also apply to the virtual appliance; I’ll point those out where applicable.
 

Planning and Designing a vCenter Server Deployment
 

vCenter Server is a critical application for managing your virtual infrastructure. Its implementation should be carefully designed and executed to ensure availability and data protection. When discussing the deployment of vCenter Server, some of the most common questions include the following:
 

 

 
	How much hardware do I need to power vCenter Server?
 

 
	Which database server should I use with vCenter Server?
 

 
	How do I prepare vCenter Server for disaster recovery?
 

 
	Should I run vCenter Server in a VM?
 


 

A lot of the answers to these questions are dependent on each other, but I have to start somewhere, so I’ll start with the first topic: figuring out how much hardware you need for vCenter Server.
 

Sizing Hardware for vCenter Server
 

The amount of hardware that vCenter Server requires is directly related to the number of hosts and VMs it will be managing. This planning and design consideration applies only to the Windows Server–based version of vCenter Server, because—by the nature of the fact that it is a prepackaged virtual appliance—the virtual hardware of the vCenter Server virtual appliance is predefined and established before it is deployed.
 

As a starting point, the minimum hardware requirements for the Windows Server–based version of vCenter Server are as follows:
 

 

 
	Two 64-bit CPUs or a single dual-core 64-bit CPU.
 

 
	2 GHz processor or faster.
 

 
	3 GB of RAM or more.
 

 
	3 GB of free disk space.
 

 
	A network adapter (Gigabit Ethernet strongly recommended).
 

 
	A supported version of Windows (Windows Server 2003, Windows Server 2003 R2, Windows Server 2008, or Windows Server 2008 R2); vCenter Server 5 requires a 64-bit version of Windows.
 


 

Keep in mind these are minimum system requirements. Large enterprise environments with many ESXi hosts and VMs must scale the vCenter Server system accordingly.
 


Local Disks on vCenter Server

 

Disk storage allocation is of minimal concern when planning a vCenter Server installation because the data is generally stored in an SQL Server, Oracle, or DB2 database on a remote server.

 




 

In addition, the requirements for the Windows Server–based edition of vCenter Server do not account for running a database server, which vCenter Server requires. Although vCenter Server is the application that performs the management of your ESXi hosts and VMs, vCenter Server uses a database for storing all of its configuration, permissions, statistics, and other data. Figure 3.3 shows the relationship between vCenter Server and the separate database server.
 


Figure 3.3 vCenter Server acts as a proxy for managing ESXi hosts, but all of the data for vCenter Server is stored in a database.
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When answering the question of how much hardware vCenter Server requires, you have to address not only the computer running vCenter Server but also the computer running the database server. Although you can run vCenter Server and the database server on the same machine, it’s usually not recommended because it creates a single point of failure for two key aspects of your virtual infrastructure.
 

Throughout this chapter, I’ll use the term separate database server to refer to a database server application that is separately installed and managed. Although it might reside on the same computer, it is still considered a separate database server because it is managed independently of vCenter Server. You’ll also see the term backend database, which refers to the actual database that vCenter Server uses on the separate database server.
 

Without considering the separate database server for vCenter Server, VMware suggests a system configured with two CPU cores and 4 GB of RAM to support up to 50 ESXi hosts and 500 powered-on VMs. For environments up to 300 ESXi hosts and up to 3,000 powered-on VMs, VMware recommends four CPU cores and 8 GB of RAM. Finally, for environments scaling all the way up to 1,000 ESXi hosts and up to 10,000 powered-on VMs, vCenter Server should have eight CPU cores and 16 GB of RAM.
 


CPU Cores

 

Most modern physical servers ship by default with quad-core CPUs. As you can see based on VMware’s recommendations, vCenter Server will leverage multiple CPU cores when necessary.

 




 

Should you choose to run the separate database server on the same physical computer as vCenter Server, you’ll need to consult the documentation for whatever database server you choose to use. Without doubt, the database server requires additional CPU capacity, RAM, and disk storage, and you will need to plan accordingly. That brings me to the next topic: choosing which database server to use.
 

Choosing a Database Server for vCenter Server
 

In light of the sensitive and critical nature of the data in the vCenter Server database, VMware supports vCenter Server issues only with backend databases on enterprise-level database servers. Both the Windows Server–based version and the virtual appliance version of vCenter Server use a backend database, so deciding which backend database to use is a decision you’ll need to make either way. vCenter Server officially supports the following database servers:
 

 

 
	IBM DB2 9.5 (fix pack 5 required; fix pack 7 recommended)
 

 
	IBM DB2 9.7 (fix pack 2 required; fix pack 3a recommended)
 

 
	Microsoft SQL Server 2008 R2 Express (bundled with vCenter Server)
 

 
	Microsoft SQL Server 2005 (32-bit or 64-bit; SP3 is required, and SP4 is recommended)
 

 
	Microsoft SQL Server 2008 (32-bit or 64-bit; SP1 is required, and SP2 is recommended)
 

 
	Microsoft SQL Server 2008 R2
 

 
	Oracle 10g R2 (10.2.0.4 required)
 

 
	Oracle 11g R1 (11.1.0.7 required)
 

 
	Oracle 11g R2 (11.2.0.1 with patch 5 required)
 


 

Note that although a database might be supported for use with vCenter Server, that same database might not be supported for use with other components of vSphere such as vSphere Update Manager or other plug-ins that require database support. For up-to-date compatibility information, refer to the vSphere Compatibility Matrixes available from VMware’s website (www.vmware.com). In addition, note that Microsoft SQL Server is supported for use by a Windows Server–based installation of vCenter Server, but it is not supported by the vCenter Server virtual appliance.
 

For smaller environments, users have the option of using Microsoft SQL Server 2008 Express Edition or, if using the virtual appliance, an embedded database. As of this writing, VMware had not yet published any sizing recommendations regarding the use of the embedded database. As I stated in the sidebar “My View on the vCenter Virtual Appliance,” the use of the vCenter virtual appliance with the embedded database is probably best suited for smaller environments.
 

Users should use SQL Server 2008 Express Edition only when their vSphere deployment will be limited in size; otherwise, users should plan on using a separate database server. If you are starting out with a small environment that will work with SQL Server 2008 Express Edition, note that it is possible to upgrade to a more full-featured version of SQL Server at a later date. More information on upgrading SQL Server 2008 Express is available on the Microsoft website (www.microsoft.com).
 


Using SQL Server 2008 Express Edition

 

SQL Server 2008 Express Edition is the minimum database available as a backend to the Windows Server–based version of vCenter Server.

 

Microsoft SQL Server 2008 Express Edition has physical limitations that include the following: 
 

 
	One CPU maximum
 

 
	1 GB maximum of addressable RAM
 

 
	4 GB database maximum
 



 


 

Large virtual enterprises will quickly outgrow these SQL Server 2008 Express Edition limitations. Therefore, you might assume that any virtual infrastructures using SQL Server 2008 Express Edition are smaller deployments with little projections, if any, for growth. VMware suggests using SQL Server 2008 Express Edition only for deployments with five or fewer hosts and 50 or fewer VMs.

 




 

Because the separate database server is independently installed and managed, some additional configuration is required. Later in this chapter, the section “Installing vCenter Server” provides detailed information about working with separate database servers and the specific configuration that is required for each.
 

So, how does an organization go about choosing which separate database server to use? The selection of which database server to use with vCenter Server is typically a reflection of what an organization already uses or is already licensed to use. Organizations that already have Oracle may decide to continue to use Oracle for vCenter Server; organizations that are predominantly based on Microsoft SQL Server will likely choose to use SQL Server to support vCenter Server. The choice of which version of vCenter Server—Windows Server–based or virtual appliance—will also affect this decision, since the supported databases are different for each version. You should choose the database engine with which you are most familiar and that will support both the current and projected size of the virtual infrastructure.
 

With regard to the hardware requirements for the database server, the underlying database server will largely determine those requirements. VMware provides some general guidelines around Microsoft SQL Server in the white paper “VirtualCenter Database Performance for Microsoft SQL Server 2005,” available on VMware’s website at www.vmware.com/files/pdf/vc_database_performance.pdf. Although written with VirtualCenter 2.5 in mind, this information applies to newer versions of vCenter Server as well. In a typical configuration with standard logging levels, an SQL Server instance with two CPU cores and 4 GB of RAM allocated to the database application should support all but the very largest or most demanding environments.
 

If you are planning on running the database server and vCenter Server on the same hardware, you should adjust the hardware requirements accordingly.
 

Appropriately sizing hardware for vCenter Server and the separate database server is good and necessary. Given the central role that vCenter Server plays in a vSphere environment, though, you must also account for availability.
 

Planning for vCenter Server Availability
 

Planning for a vCenter Server deployment is more than just accounting for CPU and memory resources. You must also create a plan for business continuity and disaster recovery. Remember, features such as vSphere vMotion, vSphere Storage vMotion, vSphere DRS, and—to a certain extent–vSphere HA stop functioning or are significantly impacted when vCenter Server is unavailable. While vCenter Server is down, you won’t be able to clone VMs or deploy new VMs from templates. You also lose centralized authentication and role-based administration of the ESXi hosts. Clearly, there are reasons why you might want vCenter Server to be highly available.
 

Keep in mind, too, that the heart of the vCenter Server content is stored in a backend database. Any good disaster-recovery or business-continuity plan must also include instructions on how to handle data loss or corruption in the backend database, and the separate database server (if running on a separate physical computer or in a separate VM) should be designed and deployed in a resilient and highly available fashion. This is especially true in larger environments.
 

There are a few different ways to approach this concern. First, I’ll discuss how to protect vCenter Server, and then I’ll talk about protecting the separate database server.
 

First, vCenter Server Heartbeat—a product available from VMware since VirtualCenter/vCenter Server 2.5 to provide high availability with little or no downtime—will be available with support for vCenter Server 5 upon release or shortly after the release of vSphere 5 (vCenter Server 5 support is slated for vCenter Heartbeat 6.4). Using vCenter Server Heartbeat will automate both the process of keeping the active and passive vCenter Server instances synchronized and the process of failing over from one to another (and back again). The website at www.vmware.com/products/vcenter-server-heartbeat has more information on vCenter Server Heartbeat.
 

If the vCenter Server computer is a physical server, one way to provide availability is to create a standby vCenter Server system that you can turn on in the event of a failure of the online vCenter Server computer. After failure, you bring the standby server online and attach it to the existing SQL Server database, and then the hosts can be added to the new vCenter Server computer. In this approach, you’ll need to find mechanisms to keep the primary and secondary/standby vCenter Server systems synchronized with regard to filesystem content, configuration settings, and the roles and permissions stored in an Active Directory Application Mode (ADAM) instance (see the sidebar “One Pitfall of Using a Standby vCenter Server Computer”). The use of the Linux-based virtual appliance might make this approach easier, since it does not use ADAM (it doesn’t support linked mode operation) and, because it is a VM, can be cloned (a process you’ll see in more detail in Chapter 10).
 

A variation on that approach is to keep the standby vCenter Server system as a VM. You can use physical-to-virtual (P2V) conversion tools to regularly “back up” the physical vCenter Server instance to a standby VM. This method reduces the amount of physical hardware required and leverages the P2V process as a way of keeping the two vCenter Servers synchronized. Obviously, this sort of approach is viable for a Windows Server–based installation on a physical system but not applicable to the virtual appliance version of vCenter Server.
 

As a last resort for recovering vCenter Server, it’s possible to just reinstall the software, point to the existing database, and connect the host systems. Of course, this assumes that the database is housed on a separate system from vCenter Server itself. The installation of vCenter Server is not a time-consuming process. Ultimately, the most important part of the vCenter Server recovery plan is to ensure that the database server is redundant and protected.
 


One Pitfall of Using a Standby vCenter Server Computer

 

Although vCenter Server stores most of its information in the database managed by the separate database server, the Windows Server–based version of vCenter Server also uses Microsoft ADAM to store roles and permissions. Any availability scheme that involves a standby vCenter Server computer—be it a physical or virtual instance—runs the risk of losing roles or permissions in vCenter Server if the appropriate steps aren’t taken to ensure this data is kept current. In addition, processes used to create the standby vCenter Server computer that don’t ensure a consistent copy of the ADAM database also run the risk of losing roles or permissions within vCenter Server. Be aware of this pitfall if you plan to use a standby vCenter Server in your environment.

 




 

For high availability of the database server supporting vCenter Server, you can configure the backend database on a cluster. Figure 3.4 illustrates using an SQL Server cluster for the backend database. This figure also shows a standby vCenter Server system. Methods used to provide high availability for the database server are in addition to whatever steps you might take to protect vCenter Server itself. Other options might include using SQL log shipping to create a database replica on a separate system. If using clustering or log shipping/database replication is not available or is not within fiscal reach, you should strengthen your database backup strategy to support easy recovery in the event of data loss or corruption. Using the native SQL Server tools, you can create a backup strategy that combines full, differential, and transaction log backups. This strategy allows you to restore data up to the minute when the loss or corruption occurred.
 


Figure 3.4 A good disaster recovery plan for vCenter Server should include a quick means of regaining the user interface as well as ensuring the data is highly available and protected against damage.
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The suggestion of using a VM as a standby system for a physical computer running vCenter Server naturally brings me to the last topic: should you run vCenter Server in a VM? That’s quite a question, and it’s one that I’ll answer next.
 


Virtualizing vCenter Server

 

Another option for vCenter Server is to install it into a VM. Although you might hesitate to do so, there are really some great advantages to doing this. vCenter Server installed as a VM offers increased portability, snapshot functionality, and cloning functionality. It can also be easier to increase resource allocation in the event the vCenter Server instance needs more memory, for example.

 

Although there are advantages to installing vCenter Server in a VM, you should also understand the limitations. Features such as cold migration, cloning, and editing hardware are not available for the VM running vCenter Server. In addition, there could be considerations for running vCenter Server as a VM in conjunction with a distributed virtual switch. You’ll learn about distributed virtual switches in Chapter 5, “Creating and Configuring Virtual Networks.”

 

Running vCenter Server in a VM is a supported option, as further evidenced by vSphere 5’s inclusion of a Linux-based virtual appliance edition of vCenter Server.

 




 

Running vCenter Server in a VM
 

You certainly have the option of skipping a physical server entirely and running vCenter Server as a VM. This gives you several advantages, including snapshots, vMotion, vSphere HA, and vSphere DRS.
 

Snapshots are a feature I’ll discuss in detail in Chapter 9. At a high level, snapshot functionality gives you the ability to return to a specific point in time for your VM, in this case, your vCenter Server VM. vMotion gives you the portability required to move the server from host to host without experiencing server downtime. But what happens when a snapshot is corrupted or the VM is damaged to the point it will not run? With vCenter Server as your VM, you can make regular copies of the virtual disk file and keep a “clone” of the server ready to go in the event of server failure. The clone will have the same system configuration used the last time the virtual disks were copied. Given that the bulk of the data processing by vCenter Server ends up in a backend database running on a different server, this should not be very different. However, remember that the Windows Server–based version of vCenter Server uses an ADAM database to store roles and permissions, so roles and permissions on the clone will “roll back” to the point in time at which the clone was created. Additionally, if you are using the vCenter Server virtual appliance with the embedded database, you could run into issues with snapshots and reverting to snapshots. This might or might not be an issue, but be sure to plan accordingly. Figure 3.5 illustrates the setup of a manual cloning of a vCenter Server VM.
 


Figure 3.5 If vCenter Server is a VM, its virtual disk file can be copied regularly and used as the hard drive for a new VM, effectively providing a point-in-time restore in the event of complete server failure or loss.
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By now, you have a good understanding of the importance of vCenter Server in a large enterprise environment and some of the considerations that go into planning for a vCenter Server deployment. You also have a good idea of the features, functions, and role of vCenter Server. With this information in mind, let’s install vCenter Server. The next section mainly focuses on the installation of the Windows Server–based version of vCenter Server; for information on the vCenter Server virtual appliance, refer to the section “Deploying the vCenter Server Virtual Appliance.”
 

Installing vCenter Server
 

Depending on the size of the environment to be managed, installing vCenter Server can be simple. In small environments, the vCenter Server installer can install and configure all the necessary components. For larger environments, installing vCenter Server in a scalable and resilient fashion is a bit more involved and requires a few different steps. For example, supporting more than 1,000 ESXi hosts or more than 10,000 VMs requires installing multiple vCenter Server instances in a linked mode group, a scenario that I’ll discuss later in this chapter in the section “Installing vCenter Server in a Linked Mode Group.” You also know that the majority of vCenter Server deployments need a separate database server installed and configured to support vCenter Server. The exception would be the very small deployments in which SQL Server 2008 Express Edition is sufficient.
 

The majority of this section is applicable only to installing vCenter Server on a Windows Server–based computer (physical or virtual). However, some tasks—such as the tasks required for preparing separate database servers—are applicable to the use of the vCenter Server virtual appliance as well.
 


vCenter Server Preinstallation Tasks

 

Before you install vCenter Server, ensure that the computer has been updated with the latest updates, such as Windows Installer 3.1 and all required .NET components, from the Microsoft Windows Update site at www.update.microsoft.com/microsoftupdate/v6/default.aspx.

 




 

Depending on the database engine you will use, different configuration steps are required to prepare the database server for vCenter Server, and these steps must be completed before you can actually install vCenter Server. If you are planning on using SQL Server 2008 Express Edition—and you’re aware of the limitations of using this edition, as described earlier in the sidebar “Using SQL Server 2008 Express Edition”—you can skip ahead to the section “Running the vCenter Server Installer.” Otherwise, let’s take a closer look at working with a separate database server and what is required.
 

Configuring the vCenter Server Backend Database Server
 

As noted previously, vCenter Server stores the majority of its information in a backend database, usually using a separate database server. It’s important to realize that the backend database is a key component to this infrastructure. The backend database server should be designed and deployed accordingly. Without the backend database, you will find yourself rebuilding an entire infrastructure.
 


vCenter Server Business Continuity

 

Losing the server that runs vCenter Server might result in a small period of downtime; however, losing the backend database to vCenter Server could result in days of downtime and extended periods of rebuilding.

 




 

On the backend database server, vCenter Server requires specific permissions on its database. After that database is created and configured appropriately, connecting vCenter Server to its backend database requires that an Open Database Connectivity (ODBC) data source name (DSN) be created on the vCenter Server system. The ODBC DSN should be created under the context of a database user who has full rights and permissions to the database that has been created specifically for storing vCenter Server data.
 

In the following sections, we’ll take a closer look at working with the two most popular database servers used in conjunction with vCenter Server: Oracle and Microsoft SQL Server. Although other database servers are supported for use with vCenter Server, Oracle and SQL Server are officially supported and account for the vast majority of all installations.
 


Do I Need a 32-bit Data Source Name or a 64-bit Data Source Name?

 

vCenter Server 5 requires a supported 64-bit version of Windows and also requires the use of a 64-bit DSN.

 




 

Working with Oracle Databases
 

Perhaps because Microsoft SQL Server was designed as a Windows-based application, like vCenter Server, working with Oracle as the backend database server involves a bit more effort than using Microsoft SQL Server.
 

To use Oracle 10g or 11g, you need to install Oracle and create a database for vCenter Server to use. Although it is supported to run Oracle on the same computer as vCenter Server, it is not a configuration I recommend. Still, in the event you have valid business reasons for doing so, I’ll walk you through the steps for configuring Oracle to support vCenter Server both locally (on the same computer as vCenter Server) and remotely (on a different computer than vCenter Server). If you are deploying the vCenter Server virtual appliance, then only the remote Oracle configuration applies. Both of these sets of instructions assume that you have already created the database you are going to use.
 


Special Patches Needed for Oracle 10g Release 2

 

For Oracle 10g Release 2, you must apply patch 10.2.0.4 to both the client and the Oracle database server in order to support vCenter Server.

 




 

Perform the following steps to prepare Oracle for vCenter Server if your Oracle database resides on the same computer as vCenter Server:
 


1. Log in to an SQL*Plus session with the system account to create a database user. Run the following SQL command to create a user with the correct permissions:



 

CREATE USER “vpxadmin” PROFILE “DEFAULT” IDENTIFIED BY “vcdbpassword”
DEFAULT TABLESPACE
“VPX” ACCOUNT UNLOCK;
grant connect to VPXADMIN;
grant resource to VPXADMIN;
grant create view to VPXADMIN;
grant create sequence to VPXADMIN;
grant create table to VPXADMIN;
grant create materialized view to VPXADMIN;
grant execute on dbms_lock to VPXADMIN;
grant execute on dbms_job to VPXADMIN;
grant unlimited tablespace to VPXADMIN;



 



 

If the RESOURCE role doesn’t have CREATE PROCEDURE, CREATE TABLE, and CREATE SEQUENCE privileges assigned, you’ll need to grant them to the vCenter Server database user.

 

2. Run the following SQL command to create the vCenter Server database:



 

CREATE SMALLFILE TABLESPACE “VPX” DATAFILE ‘C:\Oracle\ORADATA\VPX\VPX.DBF’
SIZE 1G AUTOEXTEND ON NEXT 10M MAXSIZE UNLIMITED LOGGING EXTENT MANAGEMENT
LOCAL SEGMENT SPACE MANAGEMENT AUTO;



 



 

Modify the path to the database as appropriate for your installation.

 

3. Now you need to assign a user permission to this newly created tablespace. While you are still connected to SQL*Plus, run the following SQL command:



 

CREATE USER vpxAdmin IDENTIFIED BY vpxadmin DEFAULT TABLESPACE vpx;



 



 

4. Install the Oracle client and the ODBC driver.


5. Modify the TNSNAMES.ORA file to reflect where your Oracle database is located:



 

VC=
(DESCRIPTION=
(ADDRESS_LIST=
(ADDRESS=(PROTOCOL=TCP)(HOST=localhost)(PORT=1521))
)
(CONNECT_DATA=
(SERVICE_NAME=VPX)
)
)



 



 

The HOST= value should be set to localhost if you are accessing the Oracle database locally or the name of the remote Oracle database server if you are accessing the database remotely. Specify the remote host as a fully-qualified domain name (FQDN), such as pod-1-blade-8.v12nlab.net.

 

6. Create the ODBC DSN. When you are creating the DSN, be sure to specify the service name as listed in TNSNAMES.ORA (in this example, VPX).


7. While logged in to SQL*Plus with the system account, run the following SQL command to enable database monitoring via the vCenter Server user:



 

grant select on v_$system_event to VPXADMIN;
grant select on v_$sysmetric_history to VPXADMIN;
grant select on v_$sysstat to VPXADMIN;
grant select on dba_data_files to VPXADMIN;
grant select on v_$loghist to VPXADMIN;



 



 

8. After you complete the vCenter Server installation, copy the Oracle JDBC driver (ojdbc13.jar) to the tomcat\lib folder under the VMware vCenter Server installation folder.




 

After the Oracle database is created and configured appropriately and the ODBC DSN is established, you’re ready to install vCenter Server.
 


vCenter Server and Oracle

 

You can find all the downloadable files required to make vCenter Server work with Oracle on Oracle’s website at www.oracle.com/technology/software/index.html.

 




 

Working with Microsoft SQL Server Databases
 

In light of the existing widespread deployment of Microsoft SQL Server 2005 and Microsoft SQL Server 2008, it is common to find SQL Server as the backend database for vCenter Server. This is not to say that Oracle does not perform as well or that there is any downside to using Oracle. Microsoft SQL Server just happens to be implemented more commonly than Oracle and therefore is a more common database server for vCenter Server.
 

If you are considering the use of Microsoft SQL Server as the separate database server for the backend database, keep in mind that the vCenter Server virtual appliance does not support Microsoft SQL Server.
 

Connecting vCenter Server to a Microsoft SQL Server database, like the Oracle implementation, requires a few specific configuration tasks, as follows:
 

 

 
	vCenter Server supports both Windows and mixed mode authentication. Be aware of which authentication type the SQL Server is using because this setting will affect other portions of the vCenter Server installation.
 

 
	You must create a new database for vCenter Server. Each vCenter Server computer—remember that there may be multiple instances of vCenter Server running in a linked mode group—will require its own SQL database.
 

 
	You must create an SQL login that has full access to the database you created for vCenter Server. If the SQL Server is using Windows authentication, this login must be linked to a domain user account; for mixed mode authentication, the associated domain user account is not required.
 

 
	You must set the appropriate permissions for this SQL login by mapping the SQL login to the dbo user on the database created for vCenter Server. In SQL Server 2005/2008, you do this by right-clicking the SQL login, selecting Properties, and then choosing User Mapping.
 

 
	The SQL login must not only have dbo (db_owner) privileges on the database created for vCenter Server, but the SQL login must also be set as the owner of the database. Figure 3.6 shows a new SQL database being created with the owner set to the vCenter Server SQL login.
 

 
	Finally, the SQL login created for use by vCenter Server must also have dbo (db_owner) privileges on the MSDB database but only for the duration of the installation process. This permission can and should be removed after installation is complete.
 


 


Figure 3.6 SQL Server 2005/2008 databases that vCenter Server uses must be owned by the account vCenter Server uses to connect to the database.
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If you have an existing SQL Server 2005/2008 database that needs to be used as the backend for vCenter Server, you can use the sp_changedbowner stored procedure command to change the database ownership accordingly. For example, EXEC sp_changedbowner @loginame=’vcdbuser’, @map=’true’ would change the database owner to a SQL login named vcdbuser.
 

You need to take these steps prior to creating the ODBC DSN to the SQL Server database.
 


SQL Server Permissions

 

Not only will most database administrators cringe at the thought of overextending privileges to an SQL Server computer, but also it is not good practice to do so. As a strong security practice, it is best to minimize the permissions of each account that accesses the SQL Server computer. Therefore, in the case of the vCenter Server installation procedure, you will need to grant an SQL Server user account the db_owner membership on the MSDB database. However, after the installation is complete, this role membership can and should be removed. Normal day-to-day operation of and access to the vCenter Server database does not require this permission. It is a temporary requirement needed for the installation of vCenter Server.

 




 

After your database is set up, you can create the ODBC DSN to be used during the vCenter Server installation wizard. SQL Server 2005 and SQL Server 2008 require the use of the SQL Native Client. Because vCenter Server requires SQL Server 2005 or 2008, you’re required to use the SQL Native Client. If you do not find the SQL Native Client option while creating the ODBC DSN, you can download it from Microsoft’s website or install it from the SQL Server installation media.
 

After the SQL Native Client has been installed—if it wasn’t installed already—then you are ready to create the ODBC DSN that vCenter Server uses to connect to the SQL Server instance hosting its database. This ODBC DSN must be created on the computer where vCenter Server will be installed.
 

Perform the following steps to create an ODBC DSN to a SQL Server 2005/2008 database:
 


1. Log onto the computer where vCenter Server will be installed later.


You need to log on with an account that has administrative permissions on that computer.

 

2. Open the Data Sources (ODBC) applet from the Administrative Tools menu.


3. Select the System DSN tab.


4. Click the Add button.


5. Select the SQL Native Client from the list of available drivers, and click the Finish button.


If the SQL Native Client is not in the list, you can download it from Microsoft’s website or install it from the SQL Server installation media.

 

Go back and install the SQL Native Client; then restart this process.

 

6. The Create New Data Source To SQL Server dialog box opens. In the Name text box, type the name you want to use to reference the ODBC DSN.


Make note of this name—this is the name you will give to vCenter Server during installation to establish the database connection.

 

7. In the Server drop-down list, select the SQL Server 2005/2008 computer where the database was created, or type the name of the computer running SQL Server 2005/2008 that has already been prepared for vCenter Server.


Be sure that whatever name you enter here can be properly resolved; I generally recommend using the fully qualified domain name.

 

8. Click the Next button.


9. Choose the correct authentication type, depending upon the configuration of the SQL Server instance.


If you are using SQL Server authentication, you also need to supply the SQL login and password created earlier for use by vCenter Server.

 

Click Next.

 

10. If the default database is listed as Master, select the Change The Default Database To check box, and then select the name of the vCenter Server database as the default. Click Next.


11. None of the options on the next screen—including the options for changing the language of the SQL Server system messages, regional settings, and logging options—need to be changed. Click Finish to continue.


12. On the summary screen, click the Test Data Source button to test the ODBC DSN.


If the tests do not complete successfully, double-check the SQL Server and SQL database configuration outlined previously.

 

13. Click OK to return to the ODBC Data Source Administrator, which will now have the new System DSN you just created listed.




 

At this point, you are ready to actually install vCenter Server.
 


Configuring IBM DB2 Databases for vCenter Server

 

Configuring IBM DB2 for use with vCenter Server is similar to configuring Oracle or Microsoft SQL Server:

 


1. Configure an IBM DB2 database user or group.

 

2. Add the database instance Registry variables.

 

3. Add the client instance Registry variables.

 

4. Create a DB2 database.

 

5. Create the DB2 database schema.

 

6. Configure the connection to the DB2 database.

 

7. Configure the IBM DB2 database user to enable database monitoring.

 



 

Full details on how to accomplish these specific steps are found in the vSphere Installation and Setup Guide, available from VMware’s website at www.vmware.com.

 




 

Running the vCenter Server Installer
 

With the database in place and configured, you can now install vCenter Server. After you’ve done that, you can add servers and continue configuring your virtual infrastructure, including adding vCenter Server instances in a linked mode group.
 


Use the Latest Version of vCenter Server

 

Remember that the latest version of vCenter Server is available for download from www.vmware.com/download. It is often best to install the latest version of the software to ensure the highest levels of compatibility, security, and simplicity.

 




 

The vCenter Server installation takes only a few minutes and is not administratively intensive, assuming you’ve completed all of the preinstallation tasks. You can start the vCenter Server installation by double-clicking autorun.exe inside the vCenter Server installation directory.
 

The VMware vCenter Installer, shown in Figure 3.7, is the central point for a number of installations:
 

 

 
	vCenter Server
 

 
	vSphere Client
 

 
	vSphere Web Client (Server)
 

 
	vSphere Update Manager
 


 


Figure 3.7 The VMware vCenter Installer offers options for installing several different components.
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Chapter 4 provides more detail on vSphere Update Manager. You already installed the vSphere Client in Chapter 2. For now, I’ll focus just on vCenter Server.
 

If you will be using Windows authentication with a separate SQL Server database server, there’s an important step here before you go any farther. For the vCenter Server services to be able to connect to the SQL database, these services need to run in the context of the domain user account that was granted permission to the database. Be sure that you know the username and password of the account that was granted permission to the backend database before proceeding. You’ll also want to be sure that you’ve created an ODBC DSN with the correct information. You’ll need the information for the ODBC DSN as well as the user account when you install vCenter Server. If you are using SQL authentication, you’ll need to know the SQL login and password. I’ll assume that you will use integrated Windows authentication.
 

After you’ve logged on as an administrative user to the computer that will run vCenter Server, then start the vCenter Server installation process by clicking the link for vCenter Server in the VMware vCenter Installer, shown previously in Figure 3.7. If you are running a version of Windows Server that uses User Account Control, you could be prompted to allow the installer to run; if so, select Yes. After you select a language for the installation, you arrive at the installation wizard for vCenter Server.
 

Perform the following steps to install vCenter Server:
 


1. Click Next to begin the installation wizard.


2. Click Next to proceed past the end-user patent agreement.


3. Click I Agree To The Terms In The License Agreement, and click Next.


4. Supply a username, organization name, and license key.


Note that both user name and organization are required. If you don’t have a license key yet, you can continue installing vCenter Server in evaluation mode.

 

5. At this point you must select whether to use SQL Server 2008 Express Edition or a separate database server.


If the environment will be small (a single vCenter Server with fewer than five hosts or fewer than 50 VMs), then using SQL Server 2008 Express is acceptable. For all other deployments, select Use An Existing Supported Database, and select your ODBC DSN from the drop-down list. If you forgot to create the ODBC DSN, you’ll need to create it and restart the installation process in order to continue.

 

For the rest of this procedure, I’ll assume that you are using an existing supported database. Select the correct ODBC DSN, and click Next.

 


ODBC to DB

 

An ODBC DSN must be defined, and the name must match in order to move past the database configuration page of the installation wizard. Remember to set the appropriate authentication strategy and user permissions for an existing database server. If you receive an error at this point in the installation, revisit the database configuration steps. Remember to set the appropriate database ownership and database roles.

 




 

6. If you are using SQL authentication, then the next screen prompts for the SQL login and password that have permissions to the SQL database created for vCenter Server. Login information is not required if you are using Windows authentication, so you can just leave these fields blank.


If the SQL Server Agent service is not running on the SQL Server computer, you’ll receive an error at this step and won’t be able to proceed. Make sure the SQL Server Agent service is running.

 

7. Unless you have specifically configured the database server differently than the default settings, a dialog box pops up warning you about the Full recovery model and the possibility that transaction logs may grow to consume all available disk space.



Implications of the Simple Recovery Model

 

If your SQL Server database is configured for the Full recovery model, the installer suggests reconfiguring the vCenter Server database into the Simple recovery model. What the warning does not tell you is that doing this means that you will lose the ability to back up transaction logs for the vCenter Server database. If you leave the database set to Full recovery, be sure to work with the database administrator to routinely back up and truncate the transaction logs. By having transaction log backups from a database in Full recovery, you have the option to restore to an exact point in time should any type of data corruption occur. If you alter the recovery model as suggested, be sure you are making consistent full backups of the database, but understand that you will be able to recover only to the point of the last full backup because transaction logs will be unavailable.

 




 

8. The next screen prompts for account information for the vCenter Server services.


If you are using Windows authentication with an SQL database, then you should populate the username and password fields with the correct user information. The “correct user” in this context is the domain user account granted permission on the SQL database. If you are using SQL authentication, then the account information is not as important, although you may want to run the vCenter Server services under an account other than the system account (this is a recommended practice for many Windows Server–based applications).

 

9. Select the directory where you want vCenter Server to be installed, and click Next.


10. If this is the first vCenter Server installation in your environment, then select Create A Standalone VMware vCenter Server Instance. Click Next.


I’ll cover the other option in the section “Installing vCenter Server in a Linked Mode Group.”

 


vCenter Server and IIS

 

Despite the fact that vCenter Server is accessible via a web browser, it is not necessary to install Internet Information Services on the vCenter Server computer. vCenter Server access via a browser relies on the Apache Tomcat web service that is installed as part of the vCenter Server installation. IIS should be uninstalled because it can cause conflicts with Apache Tomcat.

 




 

11. The next screen provides the option for changing the default TCP and UDP ports on which vCenter Server operates. Unless you have specific reason to change them, I recommend accepting the defaults. The ports listed on this screen include the following: 
 

 
	TCP ports 80 and 443 (HTTP and HTTPS)

 
	UDP port 902

 
	TCP ports 8080 and 8443

 
	TCP port 60099

 
	TCP ports 389 and 636



 



12. To help optimize the performance of vCenter Server for your environment, select the inventory size that matches your deployment. Figure 3.8 shows these options. Click Next to continue.


13. Click Install to begin the installation.


14. Click Finish to complete the installation.



Figure 3.8 The vCenter Server installation program will optimize the performance of vCenter Server and its components based on your selection on this screen.
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Upon completion of the vCenter Server installation, browsing to vCenter Server’s URL (http://<server name> or http://<server ip address>) will turn up a page that allows for the installation of the vSphere Client.
 

The vSphere Client connected to vCenter Server should be the primary management tool for managing ESXi hosts and their respective VMs. As I’ve mentioned on several occasions already, the vSphere Client can connect directly to ESXi hosts under the context of a local user account defined on each ESXi host, or it can connect to a vCenter Server instance under the context of a Windows user account defined in Active Directory or the local SAM of the vCenter Server computer. Using vCenter Server along with Active Directory user accounts is the recommended deployment scenario.
 

After the installation of vCenter Server, there will be a number of new services installed to facilitate the operation of vCenter Server. These services include the following:
 

 

 
	vCenter Inventory Service.
 

 
	VMware vCenter Orchestrator Configuration (supports the Orchestrator workflow engine, which I’ll describe briefly in Chapter 14, “Automating VMware vSphere.”)
 

 
	VMware VirtualCenter Management Web services.
 

 
	VMware VirtualCenter Server is the core of vCenter Server and provides centralized management of ESX/ESXi hosts and VMs.
 

 
	VMware vSphere Profile-Driven Storage Service.
 

 
	VMwareVCMSDS is the Microsoft ADAM instance that supports multiple vCenter Server instances in a linked mode group and is used for storing roles and permissions. Note that ADAM is used for storing roles and permissions both in stand-alone installations as well as installations with a linked mode group.
 


 

As a vSphere administrator, you should be familiar with the default states of these services. In times of troubleshooting, check the status of the services to see whether they have changed. Keep in mind the dependencies that exist between vCenter Server and other services on the network. For example, if the vCenter Server service is failing to start, be sure to check that the system has access to the SQL Server (or Oracle or DB2) database. If vCenter Server cannot access the database because of a lack of connectivity or the database service is not running, then it will not start.
 

As additional features and extensions are installed, additional services will also be installed to support those features. For example, installing vSphere Update Manager will install an additional service called VMware Update Manager Service. You’ll learn more about vSphere Update Manager in Chapter 4.
 

Your environment may be one that requires only a single instance of vCenter Server running. If that’s the case, you’re ready to get started managing ESXi hosts and VMs. However, some of you might need more than one vCenter Server instance, so I’ll show you how to install additional vCenter Server instances in a linked mode group.
 

Installing vCenter Server in a Linked Mode Group
 

What is a linked mode group, and why might you want to install multiple instances of vCenter Server into such a group? If you need more ESXi hosts or more VMs than a single vCenter Server instance can handle, or if for whatever other reason you need more than one instance of vCenter Server, you can install multiple instances of vCenter Server and have those instances share inventory and configuration information for a centralized view of all the virtualized resources across the enterprise. These multiple instances of vCenter Server that share information among them are referred to as a linked mode group.
 

In a linked mode environment, there are multiple vCenter Server instances, and each of the instances has its own set of hosts, clusters, and VMs. However, when a user logs into a vCenter Server instance using the vSphere Client, that user sees all the vCenter Server instances where he or she has permissions assigned. This allows a user to perform actions on any ESXi host managed by any vCenter Server within the linked mode group.
 

vCenter Server linked mode uses Microsoft ADAM to replicate information between the instances. The replicated information includes the following:
 

 

 
	Connection information (IP addresses and ports)
 

 
	Certificates and thumbprints
 

 
	Licensing information
 

 
	User roles and permissions
 


 

There are a few different reasons why you might need multiple vCenter Server instances running in a linked mode group. With vCenter Server 4.0, one common reason was the size of the environment. With the dramatic increases in capacity incorporated into vCenter Server 4.1 and vCenter Server 5, the need for multiple vCenter Server instances due to size will likely decrease. However, you might still use multiple vCenter Server instances. You might prefer to deploy multiple vCenter Server instances in a linked mode group to accommodate organizational or geographic constraints, for example.
 

Table 3.1 shows the maximums for a single instance of vCenter Server for versions 4.0, 4.1, and 5.0. Using a linked mode group is necessary if you need to manage more than the number of ESXi hosts or VMs listed.
 

Table 3.1 Maximum number of hosts or VMs per vCenter Server instance
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Before you install additional vCenter Server instances, you must verify the following prerequisites:
 

 

 
	All computers that will run vCenter Server in a linked mode group must be members of a domain. The servers can exist in different domains only if a two-way trust relationship exists between the domains.
 

 
	DNS must be operational. Also, the DNS name of the servers must match the server name.
 

 
	The servers that will run vCenter Server cannot be domain controllers or terminal servers.
 

 
	You cannot combine vCenter Server 5 instances in a linked mode group with earlier versions of vCenter Server.
 


 

Each vCenter Server instance must have its own backend database, and each database must be configured as outlined earlier with the correct permissions. The databases can all reside on the same database server, or each database can reside on its own database server.
 


Using Multiple vCenter Server Instances with Oracle

 

If you are using Oracle, you’ll need to make sure that each vCenter Server instance has a different schema owner or uses a dedicated Oracle server for each instance.

 




 

After you have met the prerequisites, installing vCenter Server in a linked mode group is straightforward. You follow the steps outlined previously in “Installing vCenter Server” until you get to step 10. In the previous instructions, you installed vCenter Server as a stand-alone instance in step 10. This sets up a master ADAM instance that vCenter Server uses to store its configuration information.
 

This time, however, at step 10 you simply select the option Join A VMware vCenter Server Group Using Linked Mode To Share Information.
 

When you select to install into a linked mode group, the next screen also prompts for the name and port number of a remote vCenter Server instance. The new vCenter Server instance uses this information to replicate data from the existing server’s ADAM repository.
 

After you’ve provided the information to connect to a remote vCenter Server instance, the rest of the installation follows the same steps.
 

You can also change the linked mode configuration after the installation of vCenter Server. For example, if you install an instance of vCenter Server and then realize you need to create a linked mode group, you can use the vCenter Server Linked Mode Configuration icon on the Start menu to change the configuration.
 

Perform the following steps to join an existing vCenter Server installation to a linked mode group:
 


1. Log into the vCenter Server computer as an administrative user, and run vCenter Server Linked Mode Configuration from the Start Menu.


2. Click Next at the Welcome To The Installation wizard For VMware vCenter Server screen.


3. Select Modify Linked Mode Configuration, and click Next.


4. To join an existing linked mode group, select Join vCenter Server To An Existing Linked Mode Group Or Another Instance, and click Next. This is shown in Figure 3.9.


5. A warning appears reminding you that you cannot join vCenter Server 5 with older versions of vCenter Server. Click OK.


6. Supply the name of the server and the LDAP port. Specify the server name as a fully-qualified domain name.


It’s generally not necessary to modify the LDAP port unless you know that the other vCenter Server instance is running on a port other than the standard port.

 

Click Next to continue.

 

7. Click Continue to proceed.


8. Click Finish.




 


Figure 3.9 You can join an existing vCenter Server instance to a linked mode group.
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Using this same process, you can also remove an existing vCenter Server installation from a linked mode group. Figure 3.10 shows how the installation wizard changes to allow you to remove an instance from the group.
 


Figure 3.10 If the vCenter Server instance is already in a linked mode group, you can also remove (or isolate) the instance.
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After the additional vCenter Server is up and running in the linked mode group, logging in via the vSphere Client displays all the linked vCenter Server instances in the inventory view, as you can see in Figure 3.11.
 


Figure 3.11 In a linked mode environment, the vSphere Client shows all the vCenter Server instances for which a user has permission.
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One quick note about linked mode: while the inventory and permissions are shared among all the linked mode group members, each vCenter Server instance is managed separately, and each vCenter Server instance represents a vMotion domain. This means that you can’t perform a vMotion migration between vCenter Server instances in a linked mode group. I’ll discuss vMotion in detail in Chapter 12, “Balancing Resource Utilization.”
 

Installing vCenter Server onto a Windows Server–based computer, though, is only one of the options available for getting vCenter Server running in your environment. For those environments that don’t need linked mode support or that want a full-featured virtual appliance with all the necessary network services, the vCenter Server virtual appliance is a good option. I’ll discuss the vCenter Server virtual appliance in the next section.
 

Deploying the vCenter Server Virtual Appliance
 

The vCenter Server virtual appliance is a Linux-based VM that comes prepackaged and preinstalled with vCenter Server. Rather than creating a new VM, installing a guest operating system, and then installing vCenter Server, you only need to deploy the virtual appliance. I discussed the vCenter Server virtual appliance earlier in this chapter in the section “Choosing the Version of vCenter Server.”
 

The vCenter Server virtual appliance comes as an OVF template. I’ll discuss OVF templates in great detail in Chapter 10, but for now I’ll simply explain them as an easy way to distribute “prepackaged VMs.”
 

I’ll assume that you’ve already downloaded the files for the vCenter Server virtual appliance from VMware’s website at www.vmware.com. You’ll need these files before you can proceed with deploying the vCenter Server virtual appliance.
 

Perform the following steps to deploy the vCenter Server virtual appliance:
 


1. Launch the vSphere Client and connect to an ESXi host.


You could connect to a vCenter Server instance, but if you are deploying the vCenter Server virtual appliance, you most likely do not already have a vCenter Server instance up and running.

 

2. From the File menu, select Deploy OVF Template.


3. At the first screen of the Deploy OVF Template wizard, click the Browse button to find the OVF file you downloaded for the vCenter Server virtual appliance.


4. After you’ve selected the OVF file, click Next.


5. Review the details of the vCenter Server virtual appliance, as shown in Figure 3.12. Click Next when you’re ready to proceed.


6. Supply a display name for the vCenter Server virtual appliance, and click Next.


7. Select a destination datastore, and click Next.


8. Select the disk provisioning type (Thick Provision Lazy Zeroed, Thick Provision Eager Zeroed, or Thin Provision).


Chapter 6 and Chapter 9 provide more details on the different disk provisioning types. In all likelihood, you’ll want to use Thin Provision to help you conserve disk space.

 

Click Next.

 

9. Click Finish to start deploying the virtual appliance.


A progress window like the one shown in Figure 3.13 will display while the vCenter Server virtual appliance is being deployed to the ESXi host.

 

10. Once the vCenter Server virtual appliance is fully deployed, go ahead and power it on.


You can use the VM console to watch the virtual appliance boot up. Eventually, it will display a virtual appliance management screen like the one shown in Figure 3.14.

 

11. Use the arrow keys to select Configure Network, and press Enter. A prompt-driven network configuration script will start running.


12. If you want to assign an additional IPv6 address, press Y; otherwise, press N. Press Enter after pressing either Y or N.


13. If you want to use a DHCP v4 server instead of a statically assigned IP address, press Enter.


In this instance, let’s give the virtual appliance a static IP address, so press N and then press Enter.

 

14. Enter an IPv4 address and press Enter.


15. Enter the network mask and press Enter.


16. Enter the default gateway and press Enter.


17. Enter IP addresses for a primary and secondary DNS server, and press Enter after each address.


18. Supply the fully-qualified domain name for the virtual appliance.


19. Specify Y or N, depending on whether a proxy is required to access the Internet.


Many organizations do not employ proxy servers for server-oriented systems.

 

20. Review the network configuration, and press Y if it is correct.




 


Figure 3.12 The vCenter Server virtual appliance comes preinstalled with SuSE Linux 11 and vCenter Server.
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Figure 3.13 This dialog box provides information on the status of the vCenter Server virtual appliance deployment.
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Figure 3.14 This management screen lets you configure network access to the vCenter Server virtual appliance.
 

[image: 3.14]

 

The vCenter Server virtual appliance will reconfigure its network settings and return you to the management console. From this point forward, all the configuration is handled via a web browser. As you can see in Figure 3.14, once networking has been established there are three major tasks to getting the virtual appliance up and running:
 

 

 
	Accept the End-User License Agreement (EULA).
 

 
	Configure the database.
 

 
	Start the vCenter Server services.
 


 

I’ll take a look at each of these steps in the next few sections.
 

Accepting the End-User License Agreement
 

To accept the EULA, open a web browser and navigate to port 5480 on the IP address of the vCenter Server virtual appliance, using a URL such as https://10.1.9.116:5480, where 10.1.9.116 should be replaced with the IP address assigned to the virtual appliance. You might be prompted with a warning about an invalid certificate; accept the certificate and continue on to the site. You’ll eventually reach the login screen for the virtual appliance, as shown in Figure 3.15.
 


Figure 3.15 You must first log in to the vCenter Server virtual appliance before you can change any configuration settings.
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The default username and password for the vCenter Server virtual appliance distributed by VMware are root and vmware.
 

Immediately upon login, you will be presented with a copy of the VMware EULA for the vCenter Server virtual appliance. Review the EULA, and then click the Accept EULA button on the right side of the window (you might need to scroll over to see it).
 

Next, you’ll need to configure the database connection.
 

Configuring the Database
 

Like the Windows Server–based version of vCenter Server, the vCenter Server virtual appliance requires a backend database in order to function properly. The virtual appliance supports Oracle, DB2, and a local embedded database.
 

To configure the database settings, click the vCenter Server tab on the VMware vCenter Server Appliance web administration screen, and then select Database. From there, you’ll have an option to select Embedded, Oracle, and DB2. As I mentioned previously, Microsoft SQL Server is not supported for use with the virtual appliance.
 

The instructions provided previously for configuring Oracle or DB2 are still applicable; you need to perform those steps before you configure the database connection. Once the database has been properly configured, you can specify the database name, server, port, username, and password to use when connecting.
 

If you are using the embedded DB2 database, simply select Embedded from the Database Type drop-down list. No further configuration is required.
 

Once you enter your settings, use the Test Settings button to verify that they work correctly. If they are correct, use the Save Settings button to save the settings for use by vCenter Server.
 

When you’ve configured your database settings accordingly, you’re ready to start the vCenter Server services.
 

Starting the vCenter Server Services
 

After you’ve accepted the EULA and configured the database, you can start the vCenter Server services on the virtual appliance. This is accomplished from the vCenter Server → Status screen using the Start vCenter button on the right. After a few minutes, the services will start (use the Refresh button to refresh the screen to see that the services are currently shown as Running).
 

You’ll now be able to launch the vSphere Client and connect to this instance of the vCenter Server virtual appliance. Remember the default username and password; you’ll use those for the vSphere Client as well.
 

Installing or deploying vCenter Server is just the beginning. Before you’re ready to start using vCenter Server in earnest, you must become a bit more familiar with the user interface and how to create and manage objects in vCenter Server.
 

Exploring vCenter Server
 

You access vCenter Server via the vSphere Client, which you installed previously. The vSphere Client is installed either through the home page of an ESXi host or through the home page of a vCenter Server instance. When you launch the vSphere Client, you are prompted to enter the IP address or name of the server to which you will connect, along with security credentials. vCenter Server supports pass-through authentication, enabled by the check box Use Windows Session Credentials. When this check box is selected, the username and password are grayed out, and authentication to the vCenter Server is handled using the currently logged-on account.
 

The first time that you connect to a vCenter Server instance, you receive a Security Warning dialog box. This security warning appears because the vSphere Client uses HTTP over Secure Sockets Layer (HTTPS) to connect to vCenter Server while the vCenter Server is using a Secure Sockets Layer (SSL) certificate from an “untrusted” source.
 

To correct this error, you have the following two options:
 

 

 
	You can select the box Install This Certificate And Do Not Display Any Security Warnings For server.domain.com. This option installs the SSL certificate locally so that the system running the vSphere Client will no longer consider it to be an untrusted certificate.
 

 
	You can install your own SSL certificate from a trusted certification authority on the vCenter Server.
 


 

After the vSphere Client connects to vCenter Server, you will notice a Getting Started tab that facilitates the construction of a new datacenter. The starting point for the vCenter Server inventory is the vCenter Server itself, while the building block of the vCenter Server inventory is called a datacenter. I’ll discuss the concept of the datacenter and building out your vCenter Server inventory in the section “Creating and Managing a vCenter Server Inventory.”
 


Removing the Getting Started Tabs

 

If you prefer not to see the Getting Started tabs in the vSphere Client, you can turn them off. From the vSphere Client menu, select Edit → Client Settings, and deselect the box Show Getting Started Tabs.

 




 

Clicking the Create A Datacenter link allows you to create a datacenter. The Getting Started wizard would then prompt you to add an ESXi host to vCenter Server, but before you do that, you should acquaint yourself with the vSphere Client interface when it’s connected to vCenter Server.
 

What’s in the vCenter Server Home Screen?
 

So far, you’ve seen only the Hosts And Clusters inventory view. This is where you manage ESXi hosts, clusters, and VMs. Hosts and VMs you already understand; clusters I’ll discuss later in this chapter in the section “Creating and Managing a vCenter Server Inventory.” To see the rest of what vCenter Server has to offer, click the Home button on the navigation bar; you’ll see a screen similar to the screen shown in Figure 3.16 (there may or may not be additional icons here, depending on the plug-ins you have installed).
 


Figure 3.16 The vCenter Server home screen shows the full selection of features within vCenter Server.
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The home screen lists all the various features that vCenter Server has to offer in managing ESXi hosts and VMs:
 

 

 
	Under Inventory, vCenter Server offers several views, including Search, Hosts And Clusters, VMs And Templates, Datastores And Datastore Clusters, and Networking.
 

 
	Under Administration, vCenter Server has screens for managing roles, viewing and managing current sessions, licensing, viewing system logs, managing vCenter Server settings, and viewing the status of the vCenter Server services.
 

 
	Under Management, there are areas for scheduled tasks, events, maps, host profiles, VM storage profiles, and customization specifications.
 


 

Many of these features are explored in other areas of the book. For example, networking is discussed in Chapter 5, and datastores are discussed in Chapter 6, “Creating and Configuring Storage Devices.” Chapter 10 discusses templates and customization specifications, and Chapter 8 discusses roles and permissions. A large portion of the rest of this chapter is spent just on vCenter Server’s inventory view.
 

From the home screen, you can click any of the icons shown there to navigate to that area. But vCenter Server and the vSphere Client also have another way to navigate quickly and easily, and that’s called the navigation bar.
 

Using the Navigation Bar
 

Across the top of the vSphere Client, just below the menu bar, is the navigation bar. The navigation bar shows you exactly where you are in the various screens that vCenter Server provides.
 

If you click any portion of the navigation bar, a drop-down menu appears. The options that appear illustrate a key point about the vSphere Client and vCenter Server: the menu options and tabs that appear within the application are context sensitive, meaning they change depending on what object is selected or active. You’ll learn more about this topic throughout the chapter.
 

Of course, you can also use the menu bar, where the View menu will be the primary method whereby you would switch between the various screens that are available to you. The vSphere Client also provides numerous keyboard shortcuts, making it even easier to flip quickly from one area to another with very little effort.
 

Now you’re ready to start creating and managing the vCenter Server inventory.
 

Creating and Managing a vCenter Server Inventory
 

As a vSphere administrator, you will spend a significant amount of time using the vSphere Client. Out of that time, you will spend a great deal of it working with the various inventory views available in vCenter Server, so I think it’s quite useful that I first explain them.
 

Understanding Inventory Views and Objects
 

Every vCenter Server has a root object, the datacenter object, which serves as a container for all other objects. Prior to adding an object to the vCenter Server inventory, you must create at least one datacenter object (you can have multiple datacenter objects in a single vCenter Server instance). The objects found within the datacenter object depend on which inventory view is active. The navigation bar provides a quick and easy reminder of which inventory view is currently active. In the Hosts And Clusters inventory view, you will work with ESXi hosts, clusters, resource pools, and VMs. In the VMs And Templates view, you will work with folders, VMs, and templates. In the Datastores And Datastore Clusters view, you will work with datastores and datastore clusters; in the Networking view, you’ll work with vSphere Standard Switches and vSphere Distributed Switches.
 


vCenter Server Inventory Design

 

If you are familiar with objects used in a Microsoft Windows Active Directory (AD), you may recognize a strong similarity in the best practices of AD design and the design of a vCenter Server inventory. A close parallel can even be drawn between a datacenter object and an organizational unit because both are the building blocks of their respective infrastructures.

 




 

You organize the vCenter Server inventory differently in different views. The Hosts And Clusters view is primarily used to determine or control where a VM is executing or how resources are allocated to a VM or group of VMs. You would not, typically, create your logical administrative structure in the Hosts And Clusters inventory view. This would be a good place, though, to provide structure around resource allocation or to group hosts into clusters according to business rules or other guidelines.
 

In VMs And Templates inventory view, though, the placement of VMs and templates within folders is handled irrespective of the specific host on which that VM is running. This allows you to create a logical structure for VM administration that remains, for the most part, independent of the physical infrastructure upon which those VMs are running. There is one very important tie between the VMs And Templates view and the Hosts And Clusters view: datacenter objects are shared between them. Datacenter objects span both the Hosts And Clusters view and the VMs And Templates view.
 

The naming strategy you provide for the objects in vCenter Server should mirror the way that network management is performed. For example, if you have qualified IT staff at each of your three datacenters across the country, then you would most likely create a hierarchical inventory that mirrors that management style. On the other hand, if your IT management was most profoundly set by the various departments in your company, then the datacenter objects might be named after each respective department. In most enterprise environments, the vCenter Server inventory will be a hybrid that involves management by geography, department, server type, and even project title.
 

The vCenter Server inventory can be structured as needed to support a company’s IT management needs. Folders can be created above and below the datacenter object to provide higher or more granular levels of control that can propagate to lower-level child objects. In Chapter 8, “Securing VMware vSphere,” I’ll discuss the details around vCenter Server permissions and how you can use them in a vCenter Server hierarchy. Figure 3.17 shows a Hosts And Clusters view of a vCenter Server inventory that is based on a geographical management style.
 


Figure 3.17 Users can create folders above the datacenter object to grant permission at a level that can propagate to multiple datacenter objects or to create folders beneath a datacenter to manage the objects within the datacenter object.
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Should a company use more of a departmental approach to IT resource management, then the vCenter Server inventory can be shifted to match the new management style. Figure 3.18 reflects a Hosts And Clusters inventory view based on a departmental management style.
 


Figure 3.18 A departmental vCenter Server inventory allows the IT administrator to implement controls within each organizational department.
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In most enterprise environments, the vCenter Server inventory will be a hybrid of the different topologies. Perhaps one topology might be a geographical top level, followed by departmental management, followed by project-based resource configuration.
 

The Hosts And Clusters inventory view is just one view of the inventory, though. In addition to building your inventory structure in the Hosts And Clusters view, you also build your inventory structure in VMs And Templates. Figure 3.19 shows a sample VMs And Templates inventory view that organizes VMs by department.
 


Figure 3.19 The structure of the VMs And Templates inventory view is separate from the Hosts And Clusters inventory view.
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These inventory views are mostly separate and independent, although as I pointed out earlier they do share datacenter objects. For example, the Hosts And Clusters inventory view may reflect a physical or geographical focus, while the VMs And Templates inventory view may reflect a departmental or functional focus. Because permissions are granted based on these structures, organizations have the ability to build inventory structures that properly support their administrative structures. Chapter 8 will describe the security model of vCenter Server that will work hand in hand with the management-driven inventory design.
 

With that basic understanding of vCenter Server inventory views and the hierarchy of inventory objects behind you, it’s time for you to actually build out your inventory structure and start creating and adding objects in vCenter Server.
 

Creating and Adding Inventory Objects
 

Before you can really build your inventory—in either Hosts And Clusters view or VMs And Templates view—you must get your ESXi hosts into vCenter Server. And before you can get your ESXi hosts into vCenter Server, you need to have a datacenter object.
 

Creating a Datacenter Object
 

You might have created the datacenter object as part of the Getting Started wizard, but if you didn’t, you must create one now. Don’t forget that you can have multiple datacenter objects within a single vCenter Server instance.
 

Perform the following steps to create a datacenter object:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


2. From the View menu, select Inventory → Hosts And Clusters, or press the Ctrl+Shift+H keyboard hotkey.


3. Right-click the vCenter Server object, and select Add Datacenter.


4. Type in a name for the new datacenter object. Press Enter, or click anywhere else in the window when you have finished.




 

If you already have a datacenter object, then you are ready to start adding ESXi hosts to vCenter Server.
 


Make Sure Name Resolution Is Working

 

Name resolution—the ability for one computer to match the hostname of another computer to its IP address—is a key component for a number of ESXi functions. I have witnessed a number of problems that were resolved by making sure that name resolution was working properly.

 

I strongly recommend you ensure that name resolution is working in a variety of directions. You will want to do the following: 
 

 
	Ensure that the vCenter Server computer can resolve the hostnames of each and every ESXi host added to the inventory.
 

 
	Ensure that each and every ESXi host can resolve the hostname of the vCenter Server computer by which it is being managed.
 

 
	Ensure that each and every ESXi host can resolve the hostnames of the other ESXi hosts in the inventory, especially if those hosts might be combined into a vSphere HA cluster.
 



 


 

Although I’ve seen some recommendations about using the /etc/hosts file to hard-code the names and IP addresses of other servers in the environment, I don’t recommend it. Managing the /etc/hosts file on every ESX host gets cumbersome very quickly and is error prone. In addition, ESXi doesn’t support the /etc/hosts file. For the most scalable and reliable solution, ensure your Domain Naming System (DNS) infrastructure is robust and functional, and make sure that the vCenter Server computer and all ESXi hosts are configured to use DNS for name resolution. You’ll save yourself a lot of trouble later by investing a little bit of effort in this area now.

 




 

Once you create at least one datacenter object, then you’re ready to add your ESXi hosts to the vCenter Server inventory, as described in the next section.
 

Adding ESXi Hosts
 

In order for vCenter Server to manage an ESXi host, you must first add the ESXi host to vCenter Server. The process of adding an ESXi host into vCenter Server automatically installs a vCenter agent on the ESXi host through which vCenter Server communicates and manages the host.
 

Note that vCenter Server 5 does support adding and managing ESX/ESXi 4.x hosts to the inventory. I’ll only describe adding ESXi 5 hosts to vCenter Server, but the process is nearly identical for other versions.
 

Perform the following steps to add an ESXi host to vCenter Server:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


2. From the View menu, select Inventory → Hosts And Clusters, or press the Ctrl+Shift+H keyboard hotkey.


3. Right-click the datacenter object, and select Add Host.


4. In the Add Host Wizard, supply the IP address or fully qualified hostname and user account information for the host being added to vCenter Server. This will typically be the root account.


Although you supply the root password when adding the host to the vCenter Server inventory, vCenter Server uses the root credentials only long enough to establish a different set of credentials for its own use moving forward. This means that you can change the root password without worrying about breaking the communication and authentication between vCenter Server and your ESXi hosts. In fact, regular changes of the root password are considered a security best practice.

 

5. When prompted to decide whether to trust the host and an SHA1 fingerprint is displayed, click Yes.


Strictly speaking, security best practices dictate that you should verify the SHA1 fingerprint before accepting it as valid. ESXi provides the SHA1 fingerprint in the View Support Information screen at the console.

 

6. The next screen displays a summary of the ESXi host being added, along with information on any VMs currently hosted on that server. Click Next.


7.
Figure 3.20 shows the next screen, where you need to assign a license to the host being added.


The option to add the host in evaluation mode is also available.

 

Choose evaluation mode, or assign a license; then click Next.

 

8. The next screen offers the option to enable lockdown mode. Lockdown mode ensures that the management of the host occurs via vCenter Server, not through the vSphere Client connected directly to the ESXi host. If you are adding an ESX 4.x host, this screen will not appear. Click Next.


9. Choose a location for this host’s VMs, and click Next.


10. Click Finish at the summary screen.


11. Repeat this process for all the ESXi hosts you want to manage using this instance of vCenter Server.




 


Figure 3.20 Licenses can be assigned to an ESXi host as they are added to vCenter Server or at a later time.
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Now compare the tabs in the pane on the right of the vSphere Client for the vCenter Server, datacenter, and host objects. You can see that the tabs presented to you change depending on the object selected in the inventory tree. This is yet another example of how vCenter Server’s user interface is context sensitive and changes the options available to the user depending on what is selected.
 

You can add hosts to vCenter Server and manage them as separate, individual entities, but you might prefer to group these hosts together into a cluster, another key object in the vCenter Server inventory. I’ll describe clusters in the next section.
 

Creating a Cluster
 

I’ve made a few references to clusters here and there, and now it’s time to take a closer look at clusters. Clusters are administrative grouping of ESX/ESXi hosts. (Note I’ve referenced ESX here because ESX 4.x is supported by vCenter Server 5 and might be included in a cluster.) Once you have grouped hosts into a cluster, you have the ability to enable some of vSphere’s most useful features. vSphere High Availability (HA), vSphere Distributed Resource Scheduler (DRS), and vSphere Fault Tolerance (FT) all work only with clusters. I’ll describe these features in later chapters; Chapter 7, “Ensuring High Availability and Business Continuity,” discusses vSphere HA and vSphere FT, while Chapter 12 discusses vSphere DRS.
 

Perform the following steps to create a cluster:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


2. Select a datacenter object in Hosts And Clusters inventory view.


3. From the Summary tab on the right, select New Cluster. This opens the New Cluster Wizard.


4. Supply a name for the cluster.


Don’t select Turn On vSphere HA or Turn On vSphere DRS; I’ll explore these options later in the book (Chapter 7 and Chapter 12, respectively).

 

Click Next.

 

5. Leave Disable EVC selected (the default), and click Next.


6. Leave the default option (Store The Swapfile In The Same Directory As The Virtual Machine) selected, and click Next.


7. Click Finish.




 

Once the cluster is created, adding hosts to a cluster is a matter of simply dragging the ESXi host object onto the cluster object, and vCenter Server will add the host to the cluster. You may be prompted about resource pools; refer to Chapter 11 for more information on what resource pools are and how they work.
 

Adding ESXi hosts to vCenter Server enables you to manage them with vCenter Server. You’ll explore some of vCenter Server’s management features in the next section.
 

Exploring vCenter Server’s Management Features
 

After your ESXi hosts are managed by vCenter Server, you can take advantage of some of vCenter Server’s management features:
 

 

 
	Basic host management tasks in Hosts And Clusters inventory view
 

 
	Basic host configuration
 

 
	Scheduled tasks
 

 
	Events
 

 
	Maps
 

 
	Host profiles
 


 

In the next few sections, you’ll examine each of these areas in a bit more detail.
 

Understanding Basic Host Management
 

A great deal of the day-to-day management tasks for ESXi hosts in vCenter Server occur in the Hosts And Clusters inventory view. From this area, the context menu for an ESXi host shows some of the options available:
 

 

 
	Create a new VM.
 

 
	Create a new resource pool.
 

 
	Create a new vApp.
 

 
	Disconnect from the selected ESXi host.
 

 
	Enter maintenance mode.
 

 
	Add permission.
 

 
	Manage alarms for the selected ESXi host.
 

 
	Shut down, reboot, power on, or place the ESXi host into standby mode.
 

 
	Produce reports.
 

 
	Remove the ESXi host from vCenter Server.
 


 

The majority of these options are described in later chapters. Chapter 9 describes creating VMs, and Chapter 11 discusses resource pools. Chapter 8 covers permissions, and Chapter 13 discusses alarms and reports. The remaining actions—shutting down, rebooting, powering on, standing by, disconnecting, and removing from vCenter Server—are self-explanatory and do not need any additional explanation.
 

Additional commands may appear on this context menu as extensions are installed into vCenter Server or depending on the ESXi host’s configuration. For example, after you install vSphere Update Manager, several new commands appear on the context menu for an ESXi host. In addition, ESXi hosts in a cluster enabled for vSphere HA would have additional options. You’ll learn more about vSphere HA in Chapter 7.
 

In addition to the context menu, the tabs across the top of the right side of the vSphere Client window also provide some host-management features. Figure 3.21 shows some of the tabs; note the left/right arrows that allow you to scroll through the tabs when they don’t all fit in the window.
 


Figure 3.21 When a host is selected in the inventory view, the tabs across the top right side of the window also provide host-management features.
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For the most part, these tabs correspond closely to the commands on the context menu. Here are the tabs that are displayed when a host is selected in the inventory view, along with a brief description of what each tab does:
 


Summary The Summary tab gathers and displays information about the underlying physical hardware, the storage devices that are configured and accessible, the networks that are configured and accessible, and the status of certain features such as vMotion and vSphere FT. In addition, the Commands area of the Summary tab provides links to commonly performed host-management tasks.

 

Virtual Machines The Virtual Machines tab lists the VMs currently running on that host. The list of VMs also provides summary information on the VM’s status, provisioned versus used space, and how much CPU and RAM the VM is actually using.

 

Performance The Performance tab displays performance information for the host, such as overall CPU utilization, memory utilization, disk I/O, and network throughput. I’ll discuss this area in more detail in Chapter 13.

 

Configuration The Configuration tab is where you will make configuration changes to the host. Tasks such as configuring storage, configuring network, changing security settings, configuring hardware, and so forth are all performed here.

 

Tasks & Events All tasks and events related to the selected host are displayed here. The Tasks view shows all tasks, the target object, which account initiated the task, which vCenter Server was involved, and the result of the task. The Events view lists all events related to the selected host.

 

Alarms The Alarms tab shows either triggered alarms or alarm definitions. If a host is using almost its entire RAM or if a host’s CPU utilization is very high, you may see some triggered alarms. The Alarms Definition section allows you to define your own alarms.

 

Permissions The Permissions tab shows permissions on the selected host. This includes permissions inherited from parent objects/containers as well as permissions granted directly to the selected host.

 

Maps The Maps tab shows a graphical topology map of resources and VMs associated with that host. vCenter Server’s Maps functionality is described in more detail later in this chapter.

 

Storage Views The Storage Views tab brings together a number of important storage-related pieces of information. For each VM on the selected host, the Storage Views tab shows the current multipathing status, the amount of disk space used, the amount of snapshot space used, and the current number of disks.

 

Hardware Status The Hardware Status tab displays sensor information on hardware components such as fans, CPU temperature, power supplies, network interface cards (NICs) and NIC firmware, and more.

 



 

Before I show you some of vCenter Server’s other management features, I want to walk you through the Configuration tab, where you’ll perform almost all of the ESXi host-configuration tasks and where you’re likely to spend a fair amount of time, at least in the beginning.
 

Examining Basic Host Configuration
 

You’ve already seen the Configuration tab of an ESXi host, when in Chapter 2 I showed you how to configure NTP time synchronization. Now I want to spend a bit more time on it here. You’ll be visiting this area quite often throughout this book. In Chapter 5, you’ll use the Configuration tab for networking configuration, and in Chapter 6 you’ll use the Configuration tab for storage configuration.
 

Figure 3.22 shows the commands available on the Configuration tab for an ESXi host that has just been added to vCenter Server.
 


Figure 3.22 The Configuration tab of an ESXi host offers a number of different commands to view or modify the host’s configuration.
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There are a lot of options here, so allow me to quickly run through these options and provide a brief explanation of each. First, here are the options available in the Hardware section of the Configuration tab:
 


Processors In this section, vCenter Server provides details about the processors in the selected ESXi host as well as provides the ability to enable or disable hyperthreading on that ESXi host.

 

Memory This area shows you the amount of memory installed in an ESXi host and how to modify the amount of memory assigned to the Service Console on an ESX host (applicable only for ESX 4.x hosts). For an ESXi host, this command only provides information about the memory in the host; there are no options to configure.

 

Storage You’ll explore this area extensively in Chapter 6; this is where you will add, remove, or configure datastores for use by ESXi hosts. Information about existing datastores is also available here.

 

Networking In Chapter 5, I’ll explore the functionality found in this section. You’ll configure network connectivity for both hosts and VMs in this area.

 

Storage Adapters This area provides information on the various storage adapters installed in the ESXi host as well as information on storage resources connected to those adapters. This is more of a physical view of storage, whereas the Storage area described earlier is more logical in nature.

 

Network Adapters The Network Adapters area in the Hardware section of the Configuration tab provides read-only information on the network adapters that are installed in the selected ESXi host.

 

Advanced Settings This area is a bit misnamed; it allows you to configure VMDirectPath, a feature that allows for VMs to be attached directly to physical hardware in the ESXi host, bypassing the hypervisor.

 

Power Management The Power Management area in the Hardware section of the Configuration tab allows you to set various power-management policies on the selected ESXi host.

 



 

In addition to the commands listed in the Hardware section, the Configuration tab offers these commands in the Software section:
 


Licensed Features This command allows you to view the currently licensed features as well as to assign or change the license for the selected ESXi host.

 

Time Configuration From here, you can configure time synchronization via NTP for the selected ESXi host. You saw this area in Chapter 2.

 

DNS And Routing In this area, you can view and change the DNS and routing configuration for the selected ESXi host.

 

Authentication Services I’ll discuss this in more detail in Chapter 8, but this area allows you to configure how ESXi hosts authenticate users.

 

Power Management If you want to use Distributed Power Management (DPM), you’ll need to configure the ESXi hosts appropriately. This area is where that configuration occurs.

 

Virtual Machine Startup/Shutdown If you want to have VMs start up or shut down automatically with the ESXi host, this area allows you to configure those settings. Here is also where you can define the startup order of VMs that are set to start up with the host.

 

Virtual Machine Swapfile Location This area is where you will configure the location of the swapfiles for running VMs on the host. By default, the swapfile is stored in the same directory as the VM itself. When an ESXi host is in a cluster, the cluster setting overrides the per-host configuration.

 

Security Profile This area allows you to configure which daemons (services) should run on the host. For older hosts running ESX 4.x, this area controls the Service Console firewall.

 

Host Cache Configuration This area allows you to specify or view the amount of space on Solid State Drive (SSD)–backed datastores that can be used for swapping. Swapping to SSD as opposed to traditional disks is much faster, and this area allows you to control which SSD-backed datastores may be used for swapping.

 

System Resource Allocation The System Resource Allocation area allows you to fine-tune the resource allocation for the selected ESXi host.

 

Agent VM Settings Agent VMs are VMs that add specific supporting functionality to the virtual environment. Although they are VMs, they are considered part of the infrastructure. Examples include vShield Edge and vShield Endpoint, both of which use agent VMs to help supply their functionality.

 

Advanced Settings The Advanced Settings area provides direct access to detailed configuration settings on the selected ESXi host. In the majority of instances, this is not an area you’ll visit on a regular basis, but it is helpful to know where it is in the event you need to change a setting.

 



 

As you can see, vCenter Server provides all the tools that most administrators will need to manage ESXi hosts. Although these host-management tools are visible in the Hosts And Clusters inventory view, several of vCenter Server’s other management features are found in the Management view, accessible from the View → Management menu.
 

Using Scheduled Tasks
 

Selecting View → Management → Scheduled Tasks displays the Scheduled Tasks area of vCenter Server. You can also use the Ctrl+Shift+T keyboard shortcut.
 

From here, you can create jobs to run based on a defined logic. You can schedule the following list of tasks:
 

 

 
	Change the power state of a VM.
 

 
	Clone a VM.
 

 
	Deploy a VM from a template.
 

 
	Move a VM with vMotion.
 

 
	Move a VM’s virtual disks with Storage vMotion.
 

 
	Create a VM.
 

 
	Make a snapshot of a VM.
 

 
	Add a host.
 

 
	Change the power settings for a cluster.
 

 
	Change resource settings for a resource pool or VM.
 

 
	Check compliance for a profile.
 


 

As you can see, vCenter Server supports quite a list of tasks you can schedule to run automatically. Because the information required for each scheduled task varies, the wizards are different for each of the tasks. Let’s take a look at one task that you might find quite useful to schedule: adding a host.
 

Why might you want to schedule a task to add a host? Perhaps you know that you will be adding a host to vCenter Server, but you want to add the host after hours. You can schedule a task to add the host to vCenter Server later tonight, although keep in mind that the host must be reachable and responding when the task is created.
 

Perform the following steps to create a scheduled task to add a host to vCenter Server:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


2. After you connect to vCenter Server, navigate to the Scheduled Tasks area by selecting View → Management → Scheduled Tasks. You can also click the Scheduled Tasks icon on the vCenter Server home screen, or you can press Ctrl+Shift+T.


3. Right-click the blank area of the Scheduled Tasks list, and select New Scheduled Task.


4. From the list of tasks to schedule, select Add A Host.


5. The Add Host Wizard starts. Select the datacenter or cluster to which this new host will be added.


6. Supply the hostname, username, and password to connect to the host, just as if you were adding the host manually.


7. When prompted to accept the host’s SHA1 fingerprint, click Yes.


8. The next three or four steps in the wizard—three steps for ESX, four steps for ESXi—are just like you are adding the host manually. Click Next after each step until you come to the point of scheduling the task.


9. Supply a task name, task description, frequency of the task, and schedule for the task. For adding a host, the frequency option doesn’t really make sense.


10. Select if you want to receive email notification of the scheduled task when it completes and supply an email address. Note that vCenter Server must be configured with the name of an SMTP server it can use.




 

In my mind, scheduling the addition of an ESXi host is of fairly limited value. However, the ability to schedule tasks such as powering off a group of VMs, moving their virtual disks to a new datastore, and then powering them back on again is quite useful.
 

Using Events View in vCenter Server
 

The Events view in vCenter Server brings together all the events that have been logged by vCenter Server. Figure 3.23 shows the Events view with an event selected.
 


Figure 3.23 The Events view lets you view event details, search events, and export events.
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You can view the details of an event by simply clicking it in the list. Any text highlighted in blue is a hyperlink; clicking that text will take you to that object in vCenter Server. You can search through the events using the search box in the upper-right corner of the vSphere Client window, and just below the navigation bar is a button to export the events to a text file. Figure 3.24 shows the dialog box for exporting events.
 


Figure 3.24 Users have a number of options when exporting events out of vCenter Server to a text file.
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Using vCenter Server’s Maps
 

The Maps feature of vCenter Server is a great tool for quickly reviewing your virtual infrastructure. Topology maps graphically represent the relationship that exists between different types of objects in the virtual infrastructure. The maps can display any of the following relationships:
 

 

 
	Host to VM
 

 
	Host to network
 

 
	Host to datastore
 

 
	VM to network
 

 
	VM to datastore
 


 

In addition to defining the relationships to display, you can include or exclude specific objects from the inventory. Perhaps you are interested only in the relationship that exists between the VMs and the networks on a single host. In this case, you can exclude all other hosts from the list of relationships by deselecting their icons in the vCenter Server inventory on the left side of the window. Figure 3.25 shows a series of topology maps defining the relationships for a set of objects in the vCenter Server inventory. For historical purposes or further analysis, you can save topology maps as JPG, BMP, PNG, GIF, TIFF, or EMF file format.
 


Figure 3.25 vCenter Server’s Maps feature is a flexible, graphical utility that helps identify the relationships that exist among the various objects in the virtual infrastructure.
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Topology maps are available from the menu by selecting View → Management → Maps, by using the navigation bar, or by using the Ctrl+Shift+M keyboard shortcut. You can also select an inventory object and then select the Maps tab. Figure 3.25 showed the Maps feature from the vCenter Server menu, and Figure 3.26 shows the Maps tab available for each inventory object (in this case, a cluster of ESXi hosts). In either case, the depth of the relationship can be identified by enabling or disabling options in the list of relationships on the right side of the maps display.
 


Figure 3.26 The Maps tab for inventory objects limits the scope of the map to the selected object.
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Selecting Maps from the View → Management menu shows you everything and then allows you to limit the scope of the relationship by enabling and disabling objects in the vCenter Server inventory. By selecting an inventory object and then viewing the topology map using the Maps tab, the focus is limited to just that object and you can’t enable/disable certain objects. In both cases, the Overview mini-window lets you zoom in to view specific parts of the topology map or zoom out to view the whole topology map.
 

Working with Host Profiles
 

Host profiles are a powerful feature of vCenter Server. As you’ll see in upcoming chapters, there can be a bit of configuration involved in setting up an ESXi host. Although vCenter Server and the vSphere Client make it easy to perform these configuration tasks, it’s easy to overlook something. Additionally, making all these changes manually for multiple hosts can be time consuming and even more error prone. That’s where host profiles can help.
 

A host profile is essentially a collection of all the various configuration settings for an ESXi host. This includes settings such as NIC assignments, virtual switches, storage configuration, date and time, and more. By attaching a host profile to an ESXi host, you can then compare the compliance of that host with the settings outlined in the host profile. If the host is compliant, then you know its settings are the same as the settings in the host profile. If the host is not compliant, then you can enforce the settings in the host profile to make it compliant. This provides administrators with a way not only to verify consistent settings across ESXi hosts but also to quickly and easily apply settings to new ESXi hosts.
 

To work with host profiles, select View → Management → Host Profiles, or use the Ctrl+Shift+P keyboard shortcut. Figure 3.27 shows the Host Profiles view in vCenter Server, where two different host profiles have been created but not yet attached to any hosts.
 


Figure 3.27 Host profiles provide a mechanism for checking and enforcing compliance with a specific configuration.
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As you can see in Figure 3.27, there are five toolbar buttons across the top of the window, just below the navigation bar. These buttons allow you to create a new host profile, clone a host profile, edit an existing host profile, delete a host profile, and attach a host or cluster to a profile.
 

To create a new profile, you must either create one from an existing host or import a profile that was already created somewhere else. Creating a new profile from an existing host requires only that you select the reference host for the new profile. vCenter Server will then compile the host profile based on that host’s configuration.
 

After you create a profile, you can edit the profile to fine-tune the settings contained in it. For example, you might need to change the IP addresses of the DNS servers found in the profile because they’ve changed since the profile was created.
 

Perform the following steps to edit the DNS server settings in a host profile:
 


1. If the vSphere Client isn’t already running, launch it and connect to a vCenter Server instance.


2. From the menu, select View → Management → Host Profiles.


3. Right-click the host profile to be edited, and select Edit Profile.


4. From the tree menu on the left side of the Edit Profile window, navigate to Networking Configuration → DNS Configuration.


Figure 3.28 shows this area.

 

5. Click the blue Edit link to change the values shown in the host profile.


6. Click OK to save the changes to the host profile.




 


Figure 3.28 To make changes to a number of ESXi hosts at the same time, put the settings into a host profile, and attach the profile to the hosts.
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Although this procedure only describes how to change DNS settings, the steps for changing other settings within a host profile are much the same. This allows you to quickly create a host profile based on a reference host but then customize the host profile until it represents the correct “golden configuration” for your hosts.
 

Host profiles don’t do anything until they are attached to ESXi hosts. Click the Attach Host/Cluster toolbar button just below the navigation bar in the vSphere Client to open a dialog box that allows you to select one or more ESXi hosts to which the host profile should be attached.
 

After a host profile has been attached to an ESXi host, checking for compliance is as simple as right-clicking that host on the Hosts And Clusters tab and selecting Host Profile → Check Compliance from the context menu.
 

If an ESXi host is found noncompliant with the settings in a host profile, you can then place the host in maintenance mode and apply the host profile. When you apply the host profile, the settings found in the host profile are enforced on that ESXi host to bring it into compliance. Note that some settings, such as changing the Service Console memory on an ESX 4.x host, require a reboot in order to take effect.
 

To truly understand the power of host profiles, consider a group of ESXi hosts in a cluster. I haven’t discussed clusters yet, but as you’ll see elsewhere in the book—especially in Chapter 5 and Chapter 6—ESXi hosts in a cluster need to have consistent settings. Without a host profile, you would have to manually review and configure these settings on each host in the cluster. With a host profile that captures those settings, adding a new host to the cluster is a simple two-step process:
 


1. Add the host to vCenter Server and to the cluster.


2. Attach the host profile and apply it.




 

That’s it. The host profile will enforce all the settings on this new host that are required to bring it into compliance with the settings on the rest of the servers in the cluster. This is a huge advantage for larger organizations that need to quickly deploy new ESXi hosts.
 

Host profiles are also hugely important when using vSphere Auto Deploy to create a stateless environment. In stateless environments using Auto Deploy, configuration settings aren’t persistent between reboots. In order to keep your stateless ESXi hosts properly configured, you’ll want to use host profiles to apply the proper settings so that the host retains a consistent configuration over time, even when it’s rebooted.
 

At this point, you have installed vCenter Server, added at least one ESXi host, and explored some of vCenter Server’s features for managing settings on ESXi hosts. Now I’ll cover how to manage some of the settings for vCenter Server itself.
 

Managing vCenter Server Settings
 

To make it easier for vSphere administrators to find and change the settings that affect the behavior or operation of vCenter Server, VMware centralized these settings into a single area within the vSphere Client user interface. This single area, found on the Administration menu in vCenter Server, allows for post-installation configuration of vCenter Server. In fact, it even contains configuration options that are not provided during installation. The Administration menu contains the following items:
 

 

 
	Custom Attributes
 

 
	vCenter Server Settings
 

 
	Role
 

 
	Session
 

 
	Edit Message Of The Day
 

 
	Export System Logs
 


 

Of these commands on the Administration menu, the Custom Attributes commands and the vCenter Server Settings are particularly important, so I’ll review those two areas first, starting with Custom Attributes.
 

Custom Attributes
 

The Custom Attributes option lets you define custom identification or information options for VMs, hosts, or both (global). This is a pretty generic definition; perhaps a more concrete example will help. Say that you want to add metadata to each VM to identify whether it is an application server, an infrastructure server (that is, DHCP server, DNS server), or a domain controller.
 

To accomplish this task, you could add a custom VM attribute named Virtual Machine Role. To add this custom attribute, select Administration → Custom Attributes. This opens the Custom Attributes dialog box, and from there you can click Add to create a new custom attribute. You can create a custom attribute that is global in nature or that applies only to ESXi hosts or VMs.
 


Custom Attributes Aren’t Truly Global

 

Custom attributes are scoped per vCenter Server, meaning that you define these attributes separately on each vCenter Server instance, even when they are running in a linked mode group.

 




 

After you create this Virtual Machine Role custom attribute, you can edit the attribute data on the Summary tab of a VM (because this was a custom attribute for VMs). After the custom attribute is added, it appears in the Annotations section of the object. You can use the Edit button to open the Edit Annotations window and add the required metadata, as shown in Figure 3.29.
 


Figure 3.29 You can add metadata to objects by editing the values of the custom attributes.
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With the metadata clearly defined for various objects, you can then search based on that data. Figure 3.30 shows a custom search for all VMs whose Virtual Machine Role custom attribute contains the text “Infra.”
 


Figure 3.30 After you’ve defined the data for a custom attribute, you can use it as search criteria for quickly finding objects with similar metadata.
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Using custom attributes to build metadata around your ESXi hosts and VMs is quite powerful, and the integration with the vSphere Client’s search functionality makes very large inventories much more manageable.
 

But the Administration menu is about more than just custom attributes and metadata; it’s also about configuring vCenter Server itself. The vCenter Server Settings command on the Administration menu gives you access to change the settings that control how vCenter Server operates, as you’ll see in the next section.
 

vCenter Server Settings
 

The vCenter Server Settings dialog box contains 13 vCenter Server settings:
 

 

 
	Licensing
 

 
	Statistics
 

 
	Runtime Settings
 

 
	Active Directory
 

 
	Mail
 

 
	SNMP
 

 
	Ports
 

 
	Timeout Settings
 

 
	Logging Options
 

 
	Database
 

 
	Database Retention Policy
 

 
	SSL Settings
 

 
	Advanced Settings
 


 

When you have vCenter Server instances running in a linked mode group, the Current vCenter drop-down box lets you view the settings for each vCenter Server instance in the group.
 

Each of these settings controls a specific area of interaction or operation for vCenter Server that I briefly discuss next:
 


Licensing The Licensing configuration page of the vCenter Server Settings dialog box, shown in Figure 3.31, provides the parameters for how vCenter Server is licensed. The options include using an evaluation mode or applying a license key to this instance of vCenter Server. If this vCenter Server instance will also manage ESX 3.x hosts, then this dialog box provides an option for specifying the license server those hosts should use.

 

When an evaluation of vSphere and vCenter Server is no longer required and the appropriate licenses have been purchased, you must deselect the evaluation option and add a license key.

 

Statistics The Statistics page, shown in Figure 3.32, offers the ability to configure the collection intervals and the system resources for accumulating statistical performance data in vCenter Server. In addition, it also provides a database-sizing calculator that can estimate the size of a vCenter Server database based on the configuration of statistics intervals. By default, the following four collection intervals are available: 
 

 
	Past day: 5 minutes per sample at statistics level 1

 
	Past week: 30 minutes per sample at statistics level 1

 
	Past month: 2 hours per sample at statistics level 1

 
	Past year: 1 day per sample at statistics level 1



 


 

By selecting an interval from the list and clicking the Edit button, you can customize the interval configuration. You can set the interval, how long to keep the sample, and what statistics level (level 1 through level 4) vCenter Server will use.

 

The Statistics Collection level offers the following four collection levels defined in the user interface:

 



Level 1 Has the basic metrics for average usage of CPU, memory, disk, and network. It also includes data about system uptime, system heartbeat, and DRS metrics. Statistics for devices are not included.


 


Level 2 Includes all the average, summation, and rollup metrics for CPU, memory, disk, and network. It also includes system uptime, system heartbeat, and DRS metrics. Maximum and minimum rollup types as well as statistics for devices are not included.


 


Level 3 Includes all metrics for all counter groups, including devices, except for minimum and maximum rollups. Maximum and minimum rollup types are not included.


 


Level 4 Includes all metrics that vCenter Server supports.


 


Database Estimates

 


By editing the statistics collection configuration, you can see the estimated database size change accordingly. For example, by reducing the one-day collection interval to one minute as opposed to five minutes, the database size jumps from an estimated 14.32 GB to an estimated 26.55 GB. Similarly, if the collection samples taken once per day are kept for five years instead of one year, the database size jumps from an estimated 14.32 GB to an estimated 29.82 GB. The collection intervals and retention durations should be set to a level required by your company’s audit policy.


 




 


 

Runtime Settings The Runtime Settings area lets you configure the vCenter Server Unique ID, the IP address used by vCenter Server, and the server name of the computer running vCenter Server. The unique ID will be populated by default, and changing it requires a restart of the vCenter Server service. These settings would normally require changing only when running multiple vCenter Server instances in the same environment. It is possible conflicts might exist if not altered.

 

Active Directory This page includes the ability to set the Active Directory timeout value, a limit for the number of users and groups returned in a query against the Active Directory database, and the validation period (in minutes) for synchronizing users and groups used by vCenter Server.

 

Mail The Mail page might be the most commonly customized page because its configuration is crucial to the sending of alarm results, as you’ll see in Chapter 13. The mail SMTP server name or IP address and the sender account will determine the server and the account from which alarm results will be sent.

 

SNMP The SNMP configuration page is where you would configure vCenter Server for integration with a Systems Network Management Protocol (SNMP) management system. The receiver URL should be the name or IP address of the server with the appropriate SNMP trap receiver. The SNMP port, if not configured away from the default, should be set at 162, and the community string should be configured appropriately (Public is the default). vCenter Server supports up to four receiver URLs.

 

Ports The Ports page is used to configure the HTTP and HTTPS ports used by vCenter Server.

 

Timeout Settings This area, the Timeout Settings area, is where you configure client connection timeouts. The settings by default allow for a 30-second timeout for normal operations or 120 seconds for long operations.

 

Logging Options The Logging Options page, shown in Figure 3.33, customizes the level of detail accumulated in vCenter Server logs. The logging options include the following: 
 

 
	None (Disable Logging)

 
	Errors (Errors Only)

 
	Warning (Errors And Warnings)

 
	Information (Normal Logging)

 
	Verbose (Verbose)

 
	Trivia (Trivia)



 


 

By default, vCenter Server stores its logs at C:\Documents and Settings\All Users\Application Data\VMware\VMware VirtualCenter\Logs (on Windows Server 2003) or C:\ProgramData\VMware\VMware VirtualCenter\Logs (on Windows Server 2008 and Windows Server 2008 R2).

 

Database The Database page lets you configure the maximum number of connections to the backend database.

 

Database Retention Policy To limit the growth of the vCenter Server database, you can configure a retention policy. vCenter Server offers options for limiting the length of time that both tasks and events are retained in the backend database.

 

SSL Settings This page includes the ability to configure a certificate validity check between vCenter Server and the vSphere Client. If enabled, both systems will check the trust of the SSL certificate presented by the remote host when performing tasks such as adding a host to inventory or establishing a remote console to a VM.

 

Advanced Settings The Advanced Settings page provides for an extensible configuration interface.

 



 


Figure 3.31 Licensing vCenter Server is managed through the vCenter Server Settings dialog box.
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Figure 3.32 You can customize statistics collection intervals to support broad or detailed logging.
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Figure 3.33 vCenter Server offers several options for configuring the amount of data to be stored in vCenter Server logs.
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Roles
 

After the vCenter Server Settings command on the Administration menu is the Roles command.
 

The Roles option from the Administration menu is available only when the view is set to Administration and the Roles tab is selected. This menu works like a context menu that offers the ability to add, edit, rename, or remove roles based on what object is selected.
 

Chapter 8 describes vCenter Server’s roles in detail.
 

Sessions
 

The Sessions menu option is available only when the view is set to Administration → Sessions. The Sessions view allows for terminating all sessions and editing the text that makes up the message of the day (MOTD). The currently used session identified by the status “This Session” cannot be terminated.
 

Edit Message of the Day
 

As the name suggests, this menu item allows for editing the MOTD. The MOTD is displayed to users each time they log in to vCenter Server. This provides an excellent means of distributing information regarding maintenance schedules or other important information.
 

As extensions are added to vCenter Server—such as vSphere Update Manager or vSphere Auto Deploy—additional commands may appear on the Administration menu.
 

The next chapter, Chapter 4, discusses one such extension to vCenter Server, and that is vSphere Update Manager.
 

Export System Logs
 

This command allows you to export the logs from vCenter Server and/or one or more ESXi hosts. When you select this command from the Administration menu, the dialog box shown in Figure 3.34 appears. From this dialog box, you can choose which logs you want to export and the filesystem location where you would like the logs stored.
 


Figure 3.34 You can export logs from vCenter Server and one or more ESXi hosts easily from this dialog box.
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Perform the following tasks to export system logs out of vCenter Server:
 


1. With the vSphere Client running and connected to a vCenter Server instance, select Administration → Export System Logs.


The Export System Logs Wizard shown in Figure 3.34 appears.

 

2. Expand the tree and select the datacenter, cluster, or host objects whose logs you want to export.


3. If you want vCenter Server and vSphere Client logs included, leave Include Information From vCenter Server And vSphere Client selected. Click Next.


4. Select the log(s) you want to export. By default, all logs except Testing and PerformanceSnapshot are selected. Use the blue Select All and Deselect All hyperlinks to help with selecting the desired logs.


5. If you want to include performance data, select Include Performance Data and adjust the intervals, if necessary. Click Next.


6. Specify a local path to save the logs, and then click Next.


7. Review the settings and click Finish.




 


More Options for Exporting Logs

 

On the File menu there is also an Export → Export System Logs option. If you select the vCenter Server object and then choose this menu item, you’ll get the same dialog box as if you’d selected Administration → Export System Logs. If, however, you select an ESXi host or a VM, the dialog box changes to show you log export options that are specific to the currently selected inventory object.

 




 

After you click Finish, one or more tasks will appear in the Tasks pane of the vSphere Client to track the progress of exporting the system logs, and a Downloading System Logs Bundles dialog box appears, like the one shown in Figure 3.35.
 


Figure 3.35 The Downloading System Logs Bundles dialog box shows the status of the various log export tasks.
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In the location you selected, vCenter Server will create a folder named VMware-vCenter-support-year-mo-day@time; in that folder you’ll find the system logs for the vCenter Server computer, the selected ESXi hosts, and the computer running the vSphere Client. Figure 3.36 has a screenshot of some log files exported from vCenter Server.
 


Figure 3.36 These logs are for vCenter Server, a single ESXi host, and the computer running the vSphere Client.
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I’ll continue to explore vCenter Server’s functionality in the coming chapters. The next chapter, Chapter 4, explores the functionality added to vCenter Server by the vSphere Update Manager extension.
 

The Bottom Line
 

Understand the features and role of vCenter Server.


vCenter Server plays a central role in the management of ESXi hosts and VMs. Key features such as vMotion, Storage vMotion, vSphere DRS, vSphere HA, and vSphere FT are all enabled and made possible by vCenter Server. vCenter Server provides scalable authentication and role-based administration based on integration with Active Directory.

 

Master It

 

Specifically with regard to authentication, what are three key advantages of using vCenter Server?

 

Plan a vCenter Server deployment.


Planning a vCenter Server deployment includes selecting a backend database engine, choosing an authentication method, sizing the hardware appropriately, and providing a sufficient level of high availability and business continuity. You must also decide whether you will run vCenter Server as a VM or on a physical system. Finally, you must decide whether you will use the Windows Server–based version of vCenter Server or deploy the vCenter Server virtual appliance.

 

Master It

 

What are some of the advantages and disadvantages of running vCenter Server as a VM?

 

Master It

 

What are some of the advantages and disadvantages of using the vCenter Server virtual appliance?

 

Install and configure a vCenter Server database.


vCenter Server supports several enterprise-grade database engines, including Oracle and Microsoft SQL Server. IBM DB2 is also supported. Depending on the database in use, there are specific configuration steps and specific permissions that must be applied in order for vCenter Server to work properly.

 

Master It

 

Why is it important to protect the database engine used to support vCenter Server?

 

Install and configure vCenter Server.


vCenter Server is installed using the VMware vCenter Installer. You can install vCenter Server as a stand-alone instance or join a linked mode group for greater scalability. vCenter Server will use a predefined ODBC DSN to communicate with the separate database server.

 

Master It

 

When preparing to install vCenter Server, are there any concerns about which Windows account should be used during the installation?

 

Use vCenter Server’s management features.


vCenter Server provides a wide range of management features for ESXi hosts and VMs. These features include scheduled tasks, topology maps, host profiles for consistent configurations, and event logging.

 

Master It

 

Your manager has asked you to prepare an overview of the virtualized environment. What tools in vCenter Server will help you in this task?

 


  
Chapter 4
 

Installing and Configuring vSphere Update Manager
 

Software patches are an unfortunate fact of life in today’s IT departments. Most organizations recognize that software updates are necessary to correct problems or flaws and to add new features. Fortunately, VMware offers a tool to help centralize, automate, and manage these patches for vSphere. This tool is called vSphere Update Manager (VUM).
 

In this chapter you will learn to
 

 

 
	Install VUM and integrate it with the vSphere Client
 

 
	Determine which hosts or VMs need to be patched or upgraded
 

 
	Use VUM to upgrade VM hardware or VMware Tools
 

 
	Apply patches to ESXi hosts and older ESX hosts
 

 
	Upgrade hosts and coordinate large-scale datacenter upgrades
 

 
	Utilize alternative approaches to VUM updates when required
 


 

Overview of vSphere Update Manager
 

VUM is a tool designed to help VMware administrators automate and streamline the process of applying updates, which could be patches or upgrades, to their vSphere environment. VUM is fully integrated within vCenter Server and offers the ability to scan and remediate ESXi hosts, host extensions (such as EMC’s Powerpath/VE multipathing software), older ESX and ESXi hosts (circa 3.5, 4.0, and 4.1), and virtual appliances. VUM can also upgrade VMware Tools and upgrade VM hardware. VUM is also the vehicle used to install and update the Cisco Nexus 1000V third-party distributed virtual switch. The Cisco Nexus 1000V is covered in Chapter 5, “Creating and Configuring Virtual Networks.”
 


Major VUM 5 Changes

 

If you have used previous incarnations of VUM with vSphere 4, it is worth noting that there are some substantial changes that affect VUM.

 

As we have already covered in the previous chapters, vSphere 5 has only the ESXi variant of the hypervisor. With ESX being retired, VUM 5 has a new capability to migrate ESX 4.x hosts across to ESXi. Unfortunately, because of the size the /boot partition was allocated in ESX 3.x, these hosts cannot be migrated to ESXi 5. Any ESX 4.x hosts that had previously been upgraded from ESX 3.x will not have the required minimum 350 MB of space in the /boot partition. In these cases a fresh install is required, so you’ll need to consider how you want to migrate their settings.

 

Despite “vanilla” ESX being replaced wholesale with ESXi in vSphere 5.0, VUM 5.0 still supports the great patching capabilities for legacy 3.5 and 4 ESX/ESXi servers and upgrades for 4.x hosts. So in this chapter there will often be callouts to ESX or ESX/ESXi, when most of the rest of this book is bereft of such references; but these are here purposefully. Companies will work in a mixed mode of hosts during their migration to vSphere 5, and many will keep older ESX hosts for some time, so this capability of VUM is worth remembering.

 

Finally, the big change in VUM itself with vSphere 5 is the removal of the guest OS patching feature. Previously, VUM could scan certain supported versions of Windows and Linux guest OSes and apply updates to the OS and even some of their applications. This is a substantial change in VUM’s direction. Realistically, it was difficult for VMware to keep up with an ever-changing landscape of OSes and guest applications. Organizations on the whole already had trusted, more-native methods to manage this regular guest patching. Also, VUM could suffer from scaling issues, trying to cope with large deployments of VMs. vCenters are capable of holding a large number of hosts these days, and therefore the number of VMs can be appreciable. Trying to maintain patching on all the potential VMs as vCenter scaled up was something that VUM would struggle to support.

 




 

VUM integrates itself tightly with vSphere’s inherent cluster features. It can use the Distributed Resource Scheduler (DRS) for nondisruptive updating of ESX/ESXi hosts, by moving its VMs between hosts in the cluster and avoiding downtime. It can coordinate itself with the cluster’s Distributed Power Management (DPM), High Availability (HA), and Fault Tolerance (FT) settings to ensure that they don’t prevent VUM from updating at any stage. With vSphere 5, the cluster can even calculate if it can remediate multiple hosts at once while still appeasing its cluster constraints, speeding up the overall patching process.
 

The whole VUM experience is fully synthesized with vCenter, allowing the configuration and remediation work to be carried out in the same vSphere Client. VUM uses two views: the administrative view, where you can configure VUM settings and manage baselines, and a compliance view, where you can scan and remediate vSphere objects. When applying updates to VMs, VUM can apply snapshots to them to enable rollback in the event of problems. It can identify when hardware upgrades and VMware Tools are needed and combine them into a single, actionable task.
 

To help keep your vSphere environment patched and up to date, VUM utilizes your company’s Internet connection to download information about available updates, the products to which those updates apply, and the actual updates themselves. Based on rules and policies that are defined and applied by the VMware administrator using the vSphere Client, VUM will then apply updates to hosts and VMs. The installation of updates can be scheduled, and even VMs that are powered off or suspended can have updates applied to them in an automated fashion.
 


Upgrading, Patching, and Updating without Discombobulation

 

Several common terms sometimes lead to confusion. Upgrading refers to the process of bringing the object to a new version, which often includes new features and capabilities. For example, for hosts, this can mean moving from 4.1 to 5.0 or, when the next minor version is available, from 5.0 to 5.x. VM hardware, virtual appliances, and host extensions all tend to be associated with upgrades, because they are usually rip-and-replace–type software changes.

 

The term patching is usually reserved for applying remedial software changes to individual host components. This will normally change the host’s build number but not its version number. Often these are rolled up into host updates, so expect ESXi 5 to receive 5.0 Update 1 before you see a 5.x version change. However, and certainly somewhat confusingly, the term updates is often used to explain the generic process of both patching and upgrading. So applying updates might include host patches (some of which might be rolled into a host update) and various upgrades.

 

Regardless of the terminology used, it is useful to think about updating in terms of how routine it is — in fact, this is the way this chapter splits it up. Routine updates would include host patches, host updates, and upgrading a VM’s VMware Tools. These are the sort of remediation tasks you could expect to perform on, say, a monthly basis, as many guest OS patches are, and should be more trivial to test and apply. Nonroutine updates are the upgrades to hosts and VM hardware. These updates will often change the functionality of the object, so they need to be tested in your environment to make sure they are fully “sociable” and to understand how best to take advantage of the new capabilities that the upgrades are likely to bring.

 

The one gray area is upgrading host extensions and virtual appliances, because they need to be evaluated on a case-by-case basis. Some of their upgrades will be simple improvements; others can bring significant changes to the way they work. You need to evaluate each extension and appliance upgrade and decide for yourself how much testing is required before you deploy it.

 




 

Putting VUM to work in your vSphere deployment involves installing and configuring VUM, setting up baselines, scanning hosts and VMs, and applying patches.
 

Installing vSphere Update Manager
 

VUM installs from the vCenter Server DVD installation media and requires that a vCenter Server instance be already installed. You will find that installing VUM is much like installing vCenter Server, which you saw in the previous chapter.
 

You perform the following high-level steps to install VUM:
 


1. Configure VUM’s database.


2. Create an Open Database Connectivity (ODBC) data source name (DSN) for VUM.


3. Install VUM.


4. (Optional) Install the Update Manager Download Service (UMDS) if desired.


5. Install the VUM plug-in for the vSphere Client.




 

VUM has a one-to-one relationship with vCenter. That is, for every vCenter instance you need a separate VUM install, and each VUM can provide update services to only one vCenter. The one exception to this is that you can share the job of downloading patches between multiple VUMs (and therefore multiple vCenters) with the use of an optional component known as Update Manager Download Services (UMDS), which is discussed in the section “Installing the Update Manager Download Service (Optional).”
 

If you have multiple vCenters that are connected via Linked Mode you can use VUM, but a separate instance is still required for each vCenter. All the installation, configuration, permissions, update scanning, and remediation are done on a per-VUM basis because they operate independently.
 

As discussed previously, with vSphere 5 there are now two deployment options for vCenter: the conventional Windows installation and the new Linux-based prebuilt vCenter Virtual Appliance (VCVA). VUM can happily connect to either installation; however, for obvious reasons, your choice helps to shape your deployment model. If you have a Windows-based vCenter, you can either install VUM on the same server instance or use a separate Windows install. However, because the VCVA is Linux based, if you are opting for this you will have to install VUM on its own Windows install, because there is no Linux version of VUM yet.
 

Defining the Requirements
 

VUM requires access to a dedicated vCenter instance, so your vSphere licensing must include vCenter. This therefore excludes the free stand-alone ESXi hypervisor version currently available.
 

The VUM server should have 2 GB of RAM at a minimum, and if installed on the same server as vCenter itself, there should be at least 4 GB. We discuss various database options in the next section, but you should avoid installing VUM on the same database as vCenter (it can be on the same server; it just should not be on the same database).
 

Even though VUM is a 32-bit application, it can only be installed on a 64-bit version of Windows. Windows Server 2003 SP2 and 2008 are supported. During the install, you will receive a warning if you attempt to put the download repository on a drive with less than 120 GB of free space.
 


Avoid Installing VUM on a VM That Sits on a Host That It Remediates

 

Be wary of installing VUM on a VM running on a host in a cluster that it is responsible for remediating. If DRS is disabled on the cluster at any stage, or the cluster has a problem migrating this VUM VM to another host, then to prevent VUM from shutting itself down, the remediation will fail.

 




 

Table 4.1 shows the default ports that need to be opened if any of your components are separated by a firewall.
 

Table 4.1 Firewall requirements for VUM
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Configuring VUM’s Database
 

Like vCenter Server, VUM requires its own database. Where vCenter Server uses the database to store configuration and performance statistics, VUM uses a database to store patch metadata.
 


Supported Database Servers

 

VUM’s database support is similar to that of vCenter Server but not identical. For example, although DB2 is supported by vCenter Server, DB2 is not supported by VUM. In general, most versions of SQL Server 2005, 2008, and Oracle 10g/11g are supported by VUM. For the most up-to-date database compatibility matrix, refer to the latest vSphere Compatibility Matrixes, available from VMware’s website.

 




 

For small installations (up to 5 hosts and 50 VMs), VUM can use an instance of SQL Server 2008 R2 Express Edition (SQL Express). SQL Express is included on the VMware vCenter media, and the VUM installation will automatically install and configure the SQL Express instance appropriately. No additional work is required outside of the installation routine. However, as you learned in Chapter 3, “Planning and Installing vCenter Server,” SQL Express does have some limitations, so plan accordingly. If you do plan on using SQL Express, you can skip ahead to the section “Installing VUM.”
 

If you decide against using SQL Express, you must now make another decision: where do you put the VUM database? Although it is possible for VUM to use the same database as vCenter Server, it is strongly recommended that you use a separate database, even if you keep both databases on the same physical computer. For environments with fewer than 30 hosts, it’s generally safe to keep these databases on the same computer, but moving beyond 30 hosts or 300 VMs, it’s recommended to separate the vCenter Server and VUM databases onto different physical computers. When you move beyond 100 hosts or 1,000 VMs, you should be sure to use separate database servers for both the vCenter Server database and the VUM database as well as separate servers for vCenter Server and the VUM server software. Other factors, such as high availability or capacity, may also affect this decision. Aside from knowing which database server you’ll use, the decision to use a single computer versus multiple computers won’t affect the procedures described in this section.
 

In either case, whether hosting the VUM database on the same computer as the vCenter Server database or not, there are specific configuration steps that you’ll need to follow, just as you did when installing vCenter Server. You’ll need to create and configure the database, assign ownership, and grant permissions to the MSDB database. Be sure to complete these steps before trying to install VUM, because this information is required during installation.
 

Perform the following steps to create and configure a Microsoft SQL Server 2005/2008 database for use with VUM:
 


1. Launch the SQL Server Management Studio application. When prompted to connect to a server, connect to a supported database server running SQL Server 2005 SP2 or later. Select Database Engine as the server type.


2. From the Object Explorer on the left side, expand the server node at the top level.


3. Right-click the Databases node and select New Database.


4. In the New Database window, specify a database name. Use a name that is easy to identify, such as VUM or vSphereUM.


5. Set the owner of the new database.


Unless you are running the separate database on the same computer as VUM, you will need to set the owner of the database to a SQL login; integrated Windows authentication is not supported with a remote database.

 

Figure 4.1 shows a new database being created with an SQL login set as the owner.

 

6. For ideal performance, set the location of the database and log files so they are on different physical disks than the operating system and the patch repository. Scroll along to the right of the large pane to set the locations.


Figure 4.2 shows the database and log files stored on a separate drive from the operating system.

 

7. After the settings are configured, click OK to create the new database.




 


MSDB Permissions Shouldn’t Persist beyond the Install

 

VUM requires dbo permissions on the MSDB database during the install to create the required tables. You can and should remove the dbo permissions on the MSDB database after the installation of VUM is complete. They are not needed after installation, as with the vCenter Server setup.

 




 


Figure 4.1 Set the owner of the database correctly when you create the database.
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Figure 4.2 Place the database and log files for VUM on different physical drives than the operating system and patch repository.
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As with the vCenter Server database, the login that VUM will use to connect to the database server must have dbo permissions on the new database as well as on the MSDB database. You should remove the permissions on the MSDB database after installation is complete.
 

Creating the Open Database Connectivity Data Source Name
 

After you configure the separate database server, you must create an ODBC DSN to connect to the backend database. You’ll need to have the ODBC DSN created before you start VUM installation, and because VUM is a 32-bit application, the ODBC DSN must be a 32-bit DSN. This is true even though VUM installs only on a 64-bit version of Windows.
 

Perform the following steps to create an ODBC DSN for the VUM database:
 


1. Run the 32-bit ODBC Administrator application found at %systemroot%\SysWOW64\odbcad32.exe.


The 32-bit ODBC Administrator application looks identical to the 64-bit version, and there doesn’t appear be any way to distinguish between the two. If you’re unsure which one you launched, exit and restart to be sure that you have the correct version.

 


Is There Any Way to Tell the Difference?

 

There is a way to tell the difference between the 64-bit and 32-bit versions of the ODBC Data Source Administrator application: the 64-bit and 32-bit system DSNs are not shared between the two applications. So, if you see your vCenter Server DSN listed on the System DSN tab, you’re running the 64-bit version of the tool (because vCenter Server requires a 64-bit DSN).

 




 

2. Select the System DSN tab.


3. Click the Add button.


4. From the list of available drivers, select the correct driver for the database server you’re using.


As with vCenter Server, you will need to ensure the correct ODBC driver is installed for the database server hosting the VUM database. For SQL Server 2005/2008, select the SQL Server Native Client.

 

5. On the first screen of the Create A New Data Source Wizard, fill in the name of the DSN, a description, and the name of the server to which this DSN will connect.


Be sure to make a note of the DSN name; you’ll need this information later. Click Next when you’re finished.

 

6. On the next screen you need to supply an authentication type and credentials to connect to the separate database server. Select With SQL Server Authentication Using A Login ID And Password Entered By The User, and specify a SQL login and password that are valid on the database server and that have the appropriate permissions assigned to the VUM and MSDB databases. Click Next.


Windows Integrated Authentication is an option only if you have installed the database server component locally on the same server as VUM. It is advised that you use SQL Server Authentication in all cases, even if the database is local, because it makes moving the database easier in the future should your environment grow and require scaling beyond a local instance.

 

7. Change the default database to the one you created in Figure 4.1 and click Next.


8. Click Finish.


9. In the ODBC Microsoft SQL Server Setup dialog box, click the Test Data Source connection to verify the settings.


If the results say the tests completed successfully, click OK twice to return to the ODBC Data Source Administrator window. If not, go back and double-check the settings and change them as needed.

 



 

With the database created and the ODBC connection defined, you’re now ready to proceed with the installation of VUM.
 

Installing VUM
 

Now that you have met all the prerequisites — at least one instance of vCenter Server running and accessible across the network, a separate database running and configured appropriately, and an ODBC DSN defined to connect to the preconfigured database — you can start the VUM installation. Before you begin, make sure that you have made a note of the ODBC DSN you defined previously and the SQL login and password configured for access to the database. You’ll need these pieces of information during the installation.
 

Perform the following steps to install VUM:
 


1. Insert the vCenter Server DVD into the computer.


The VMware vCenter Installer runs automatically; if it does not, simply double-click the DVD drive in My Computer to invoke AutoPlay.

 

2. Select vSphere Update Manager and click Install.


3. Choose the correct language for the installation, and click OK.


4. On the Welcome To The InstallShield Wizard For VMware vSphere Update Manager screen, click Next to start the installation.


5. Click Next to continue past the End-User Patent Agreement.


6. Accept the terms in the license agreement, and click Next.


7. The Support Information screen clarifies that VUM 5 does not support guest OS patching or upgrades from ESX/ESXi 3.x. Leave the check box Download Updates From Default Sources Immediately After Installation ticked, unless the VUM server does not have access to the Internet or you want to postpone a large Internet download until a more convenient time. Click Next.


8. Fill out the next screen with the correct IP address or hostname, HTTP port, username, and password for the vCenter Server instance to which this VUM server will be associated. If you have created a service account to use for VUM, enter it here. Click Next when the information is complete.


9. Select to either install an SQL 2008 Express instance or to use an existing database instance. If you are using a supported separate database server, select the correct DSN from the list, and click Next.


As described previously, using a supported database instance requires that you have already created the database and ODBC DSN. If you haven’t created the ODBC DSN yet, you’ll need to exit the installation, create the DSN, and restart the installation.

 

10. The next screen prompts you for user credentials to connect to the database specified in the DSN and configured for use by VUM. Supply the username and password for the SQL login you created before starting the installation, as shown in Figure 4.3.


11. If the SQL Server database is set to the Full recovery model (the default), a dialog box pops up warning you about the need for regular backups.


Click OK to dismiss the dialog box and continue with the installation, but be sure to arrange for regular backups of the database. Otherwise, the database transaction logs could grow to consume all available space.

 

12. Unless there is a need to change the default port settings, leave the default settings, as shown in Figure 4.4. If there is a proxy server that controls access to the Internet, click the check box labeled Yes, I Have Internet Connection And I Want To Configure Proxy Settings Now. Otherwise, if there isn’t a proxy or if you don’t know the correct proxy configuration, leave the box deselected, and click Next.



Configuring Proxy Settings During Installation

 

If you forget to select the box to configure proxy settings during installation, fear not! All is not lost. After you install VUM, you can use the vSphere Client to set the proxy settings accordingly. Just be aware that VUM’s first attempt to download patch information will fail because it can’t access the Internet.

 




 

13. VUM downloads patches and patch metadata from the Internet and stores them locally for use in remediating hosts and guests.


The next screen allows you to specify where to install VUM as well as where to store the patches, as shown in Figure 4.5. Use the Change button to modify the location of the patches to a location with sufficient storage capacity.

 

In Figure 4.6, you can see where a drive different from the system drive has been selected to store the downloaded patches.

 

14. If you select a drive or partition with less than 120 GB, a dialog box will pop up warning you to be sure you have sufficient space to download the appropriate patches. Click OK to proceed.


15. Click Install to install VUM.


16. Click Finish when the installation is complete.




 


Figure 4.3 Supply the correct username and password for the VUM database.
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Figure 4.4 The VUM installation provides the option to configure proxy settings. If there is no proxy, leave the box deselected.
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Figure 4.5 The default settings for VUM place the application files and the patch repository on the system drive.
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Figure 4.6 During installation, you can tell VUM to store the downloaded patches on a drive other than the system drive.
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Installing the Update Manager Download Service (Optional)
 

An optional step in the deployment of VUM is the installation of the Update Manager Download Service (UMDS). UMDS provides a centralized download repository. Installing UMDS is especially useful in two situations. First, UMDS is beneficial when you have multiple VUM servers; using UMDS prevents consuming more bandwidth than necessary because the updates need to be downloaded only once. Instead of each VUM server downloading a full copy, multiple VUM servers can leverage the centralized UMDS repository. The second situation in which UMDS is beneficial is in environments where the VUM servers do not have direct Internet access. Internet access is required to download the updates and update metadata, so you can use UMDS to download and distribute the information to the individual VUM servers.
 

To install UMDS on a server, browse the vCenter DVD installation media. UMDS, like VUM, can be installed only on 64-bit servers. From the root of the DVD there is a umds folder. Within that folder run the executable VMware-UMDS.exe.
 

UMDS is a command-line tool. By default the UMDS tool is installed in c:\Program Files (x86)\VMware\Infrastructure\Update Manager.
 

You can configure many options in UMDS, but to start using it, you need to configure the following three settings:
 


1. Specify the updates to download using the -S switch.


2. Download the updates with the -D switch.


3. Export the updates and metadata with the -E switch.




 

Full details of all the command’s switch options are available from the in-built help, by running vmware-umds -H. Figure 4.7 shows the UMDS utility being run from the command prompt. Along with the basic switches that can be seen in Figure 4.7, the full help file provides all the arguments and provides a series of examples of common usage tasks.
 


Figure 4.7 You must configure the UMDS utility at the command prompt.
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There are two different designs for using UMDS:
 

 

 
	The VUM server does not have network connectivity to the UMDS server. In this case you need to move the downloaded patches and metadata to a removable media drive and physically transfer the data via old-fashioned “sneakernet.”
 

 
	The VUM server can connect to the UMDS server. Although the VUM server may not be allowed to connect directly to the Internet, if it can hit the UMDS, then it can effectively use it as a web proxy. You need to configure a web server on the UMDS server, such as IIS or Apache. Then the VUM server can connect to the UMDS server and download its patches. This is also typically the approach you would take if you wanted to use UMDS as a centralized download server for several VUM instances.
 


 

At this point VUM is installed, but you have no way to manage it. In order to manage VUM, you must install the VUM plug-in for vCenter Server and the vSphere Client, as we discuss in the next section.
 

Installing the vSphere Update Manager Plug-in
 

The tools to manage and configure VUM are implemented as a vCenter Server plug-in and are completely integrated into vCenter Server and the vSphere Client. However, to access these tools, you must first install and register the plug-in in the vSphere Client. This enables the vSphere Client to manage and configure VUM by adding an Update Manager tab and some extra context menu commands to objects in the vSphere Client. vSphere Client plug-ins are managed on a per-client basis; that is, each installation of the vSphere Client needs to have the plug-in installed in order to access the VUM administration tools.
 

Perform the following steps to install the VUM plug-in for each instance of the vSphere Client:
 


1. Launch the vSphere Client if it isn’t already running and connect to the vCenter Server that has VUM associated with it.


2. From the vSphere Client’s Plug-ins menu, select Manage Plug-ins.


3. Find the vSphere Update Manager extension, and click the blue Download And Install link, as shown in Figure 4.8.


4. Run through the installation of the vSphere Update Manager extension, selecting the language, agreeing to the license terms, and completing the installation.


5. After the installation is complete, the status of the plug-in is listed as Enabled. Click Close to return to the vSphere Client.




 


Figure 4.8 Installing the vSphere Client plug-in is done from within the vSphere Client.
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The VUM plug-in is now installed into this instance of the vSphere Client. Remember that the VUM plug-in is per instance of the vSphere Client, so you need to repeat this process on each installation of the vSphere Client. If you have the vSphere Client installed on your desktop workstation and your laptop, you’ll need to install the plug-in on both systems as well. After that is done, you are ready to configure VUM for your environment.
 


vSphere Web Client

 

At the time of writing, with the initial release of vSphere 5.0, the new Web Client did not have a VUM plug-in available. Unless you resort to the PowerCLI command line (discussed in “Using vSphere Update Manager PowerCLI”), all VUM-related tasks can only be performed through the Windows-based vSphere Client.

 




 

Reconfiguring the VUM or UMDS Installation with the Update Manager Utility
 

When you install VUM or UMDS on a server, a small reconfiguration utility is silently installed. This tool, the Update Manager Utility, allows you change some of the fundamental installation settings without the need to reinstall either VUM or UMDS.
 

The settings that the tool allows you to change are these:
 

 

 
	Proxy settings
 

 
	Database username and password
 

 
	vCenter Server IP address
 

 
	SSL certificate (provides a set of instructions to follow)
 


 

Perform the following steps to run the Update Manager Utility:
 


1. Stop the Update Manager service on the server.


2. Browse to the utility’s directory. By default this is: c:\Program Files (x86)\VMware\Infrastructure\Update Manager.


3. Run the executable VMwareUpdateManagerUtility.exe.




 

The utility is a simple GUI tool that steps through these VUM/UMDS settings.
 

Upgrading VUM from a Previous Version
 

It is possible to upgrade VUM from any VUM installation that is version 4.0 or above. When the VUM 5.0 install starts, it will recognize the previous version and offer to upgrade it. You can choose to delete the previously downloaded patches and start afresh or keep the existing downloads and potentially save some bandwidth. Remember that like the install itself, the account that VUM uses to connect to the database will need dbo permissions on the MSDB database during the upgrade procedure. You will not be able to change the patch repository’s location using an upgrade.
 

VUM 5.0 is installable only on 64-bit versions of Windows. If you have a 4.x VUM install on 32-bit Windows, you need to migrate the data to a new 64-bit server first. There is a special tool on the vCenter installation DVD in the datamigration folder to help you back up and restore a previous installation to a new machine.
 

Configuring vSphere Update Manager
 

After you have installed and registered the plug-in with the vSphere Client, a new Update Manager icon appears on the vSphere Client home page. Additionally, in the Hosts And Clusters or VMs And Templates inventory view, a new tab labeled Update Manager appears on objects in the vSphere Client. From this Update Manager tab, you can scan for patches, create and attach baselines, stage patches to hosts, and remediate hosts and guests.
 

Clicking the Update Manager icon at the vSphere Client home page takes you to the main VUM administration screen. Figure 4.9 shows that this area is divided into seven main sections: Baselines And Groups, Configuration, Events, Notifications, Patch Repository, ESXi Images, and VA Upgrades. Initially, like many other areas of the vSphere Client, you will also see a leading Getting Started tab.
 


Figure 4.9 The tabs in the Update Manager Administration area within the vSphere Client.
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These seven tabs comprise the major areas of configuration for VUM, so let’s take a closer look at each section:
 


Baselines And Groups Baselines are a key part of how VUM works. In order to keep ESX/ESXi hosts and VMs updated, VUM uses baselines.

 

VUM uses several different types of baselines. First, baselines are divided into host baselines, designed to be used in updating ESX/ESXi hosts, and VM/VA baselines, which are designed to be used to update VMs and virtual appliances.

 

Baselines are further subdivided into patch baselines, upgrade baselines, and host extension baselines. Patch baselines define lists of patches to be applied to an ESX/ESXi host; upgrade baselines define how to upgrade an ESX/ESXi host, the VM’s hardware, VMware Tools, or a virtual appliance. There’s also another type of baseline for hosts, known as host extension baselines; these are used to manage the extensions installed onto your ESX/ESXi hosts.

 

Finally, patch baselines are divided again into dynamic baselines and fixed baselines. Dynamic baselines can change over time; for example, all security host patches since a certain date. But fixed baselines remain constant; for example, a specific host patch that you want to ensure is applied to your hosts.

 



 


When Should You Use Fixed Baselines or Dynamic Baselines?

 

Fixed baselines are best used to apply a specific fix to a group of hosts. For example, let’s say that VMware released a specific fix for ESX/ESXi that you wanted to be sure that all your hosts had installed. By creating a fixed baseline that included just that patch and attaching that baseline to your hosts, you could ensure that your hosts had that specific fix installed. Another use for fixed baselines is to establish the approved set of patches that you have tested and are now ready to deploy to the environment as a whole.

 

Dynamic baselines, on the other hand, are best used to keep systems current with the latest sets of patches. Because these baselines evolve over time, attaching them to your hosts can help you understand just how current your systems are (or aren’t!).

 




 

VMware provides a few baselines with VUM when it’s installed. The baselines that are present upon installation include the following:
 

 

 
	Two dynamic host patch baselines named Critical Host Patches and Non-Critical Host Patches
 

 
	A dynamic baseline for upgrading VMware Tools to match the host
 

 
	A dynamic baseline for upgrading VM hardware to match the host
 

 
	A dynamic VA upgrade baseline named VA Upgrade To Latest
 


 

Although these baselines provide a good starting point, many users will need to create additional baselines that better reflect their organizations’ specific patching policy or procedures. For example, organizations may want to ensure that ESX/ESXi hosts are kept fully patched with regard to security patches but not necessarily critical non-security patches. This can be accomplished by creating a custom dynamic baseline.
 

Perform the following steps to create a new dynamic host patch baseline for security-related ESX/ESXi host patches:
 


1. Launch the vSphere Client, and connect to the vCenter Server instance with which VUM is registered.


2. In the vSphere Client, navigate to the Update Manager Administration area via the vCenter home page, and click the Baselines And Groups tab.


3. Just under the tab bar, you need to select the correct baseline type, Hosts or VMs/VAs. In this case, click the Hosts button.


4. Click the Create link in the area to the right of the list of baselines (not the Create link for the Baseline Groups on the far right). This launches the New Baseline Wizard.


5. Supply a name and description for the new baseline, and select Host Patch as the baseline type. Click Next.


6. Select Dynamic, and click Next.


7. On the next screen you define the criteria for the patches to be included in this baseline. Select the correct criteria for the baseline you are defining, and then click Next.


Figure 4.10 shows a sample selection set — in this case, all security-related patches.

 

8. Select any patches that match the selection criteria but that you want to exclude from the baseline.


Use the up/down arrows to move patches out of or into the exclusion list in the lower pane, respectively. In this case, don’t exclude any patches and just click Next.

 

9. Now you have the option to permanently include any patches that are available but that were not automatically included by the selection criteria.


Once again, use the up/down arrows to remove patches or add patches to be included, respectively. Don’t add any additional patches; just click Next.

 

10. Click Finish to create the baseline.




 


Figure 4.10 Dynamic baselines contain a set of criteria that determine which patches are included in the baseline and which are not.
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You can now use this baseline to determine which ESX/ESXi hosts are not compliant with the latest security patches by attaching it to one or more hosts, a procedure you’ll learn later in this chapter in the section “Routine Updates.”
 

Groups, or baseline groups, are simply combinations of nonconflicting baselines. You might use a baseline group to combine multiple dynamic patch baselines, like the baseline group shown in Figure 4.11. In that example, a baseline group is defined that includes the built-in Critical Host Patches and Non-Critical Host Patches baselines. By attaching this baseline group to your ESX/ESXi hosts, you would be able to ensure that your hosts had all available patches installed.
 


Figure 4.11 Combining multiple dynamic baselines into a baseline group provides greater flexibility in managing patches.
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You can also use baseline groups to combine different types of baselines. Each baseline group can include one of each type of upgrade baseline. For a host baseline group, there is only one type of upgrade baseline — a host upgrade. For VM/VA upgrade baselines, there are multiple types: VA Upgrades, VM Hardware Upgrades, and VM Tools Upgrades. When you are working with a host baseline group, you also have the option of adding a host extension baseline into the baseline group. This ability to combine different types of baselines together into a baseline group simplifies the application of multiple baselines to objects in your vCenter Server hierarchy.
 

Another use for baseline groups would be to combine a dynamic patch policy and a fixed patch policy into a baseline group. For example, there might be a specific fix for your ESX/ESXi hosts, and you want to ensure that all your hosts have all the critical patches — easily handled by the built-in Critical Host Patches dynamic baseline — as well as the specific fix. To do this, create a fixed baseline for the specific patch you want included, and then combine it in a baseline group with the built-in Critical Host Patches dynamic baseline.
 

Figure 4.12 shows an example of a host baseline group that combines different types of host baselines. In this example, a baseline group is used to combine a host upgrade baseline and dynamic patch baselines. This would allow you to upgrade an ESX/ESXi host and then ensure that the host has all the applicable updates for the new version. 
 


Figure 4.12 Use baseline groups to combine host upgrade and dynamic host patch baselines.
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Perform the following steps to create a host baseline group combining multiple host baselines:
 


1. Launch the vSphere Client if it isn’t already running, and connect to the vCenter Server instance with which VUM is registered.


2. Navigate to the Update Manager Administration area, and make sure the Baselines And Groups tab is selected.


3. In the upper-right corner of the Update Manager Administration area, click the Create link to create a new baseline group. This starts the New Baseline Group Wizard.


4. Type in a name for the new baseline group, and select Host Baseline Group as the baseline type. Click Next.


5. Because we haven’t yet discussed how to create a host upgrade baseline, you probably don’t have an upgrade baseline listed. Instead, for this procedure, you will combine a dynamic and a fixed-host patch baseline. Select None and click Next to skip attaching an upgrade baseline to this host baseline group.


6. Place a check mark next to each individual baseline to include in this baseline group, as shown in Figure 4.13, and click Next.


7. If you want to include a host extension baseline, select the desired host extension baseline and click Next. Otherwise, just click Next to proceed without adding a host extension baseline.


8. On the summary screen, review the settings, and click Finish to create the new baseline group.




 


Figure 4.13 A baseline group combines multiple individual baselines for a more comprehensive patching capability.
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The new baseline group you just created is now included in the list of baseline groups, and you can attach it to ESX/ESXi hosts or clusters to identify which of them are not compliant with the baseline.
 

You’ll see more about host upgrade baselines in the section “Upgrading Hosts with vSphere Update Manager.”
 


Configuration The bulk of the configuration of VUM is performed on the Configuration tab. From here, users can configure the full range of VUM settings, including network connectivity, download settings, download schedule, notification check schedule, VM settings, ESX/ESXi host settings, and vApp settings. These are some of the various options that you can configure:

 



Network Connectivity Under Network Connectivity, you can change the ports on which VUM communicates. In general, there is no need to change these ports, and you should leave them at the defaults.


 


Download Settings The Patch Download Settings area allows you to configure what types of patches VUM will download and store. If your environment does not have any ESX 3.x hosts, you can configure VUM not to download these patches by deselecting the sources, as shown in Figure 4.14. You can add custom URLs to download third-party patches.


 


This is also the area in the settings where you can point to a web server configured on a UMDS instance if you are centralizing your downloads. Setting VUM to use a download server is done with the Use A Shared Repository radio button. You can also import off-line patch bundles, distributed as zip files, to add collections of VMware or third-party patches and updates.


 


The Download Settings area is also where you would set the proxy configuration, if a proxy server is present on your network. VUM needs access to the Internet in order to download the patches and patch metadata, so if a proxy server controls Internet access, you must configure the proxy settings here in order for VUM to work.


 


Download Schedule The Download Schedule area allows you to control the timing and frequency of patch downloads. Click the Edit Patch Downloads link in the upper-right corner of this area to open the Schedule Update Download Wizard, which allows you to specify the schedule for patch downloads as well as gives you the opportunity to configure email notifications.


 


Email Notifications Require SMTP Server Configuration

 


To receive any email notifications that you might configure in the Schedule Update Download Wizard, you must also configure the SMTP server in the vCenter Server settings, accessible from the Administration menu of the vSphere Client.


 




 


Notification Check Schedule VUM regularly checks for notifications about patch recalls, patch fixes, and other alerts. The schedule for checking for these notifications is configured in this area. As with the Patch Download Schedule, you can click the Edit Notifications link in the upper-right corner of the window to edit the schedule VUM uses to check for notifications.


 


VM Settings Under VM Settings, vSphere administrators configure whether to use VM snapshots when applying upgrades to VMs. As you’ll see in Chapter 7, “Ensuring High Availability and Business Continuity,” snapshots provide the ability to capture a VM’s state at a given point and then roll back to that captured state if so desired. Having the ability, via a snapshot, to undo the installation of a driver from a VMware Tools upgrade can be incredibly valuable. Be careful not to keep the snapshot for an unnecessary length of time, because it can affect the VM’s performance and, more importantly, can cause storage issues because it can grow and fill your datastore unexpectedly.


 


Figure 4.15 shows the default settings that enable snapshots.


 


ESX Host/Cluster Settings The ESX Host/Cluster Settings area provides controls for fine-tuning how VUM handles maintenance mode operations. Before an ESX/ESXi host is patched or upgraded, it is first placed into maintenance mode. When the ESX/ESXi host is part of a cluster that has VMware Distributed Resource Scheduler (DRS) enabled, this will also trigger automatic vMotions of VMs to other hosts in the cluster. These settings allow you to control what happens if a host fails to go into maintenance mode and how many times VUM retries the maintenance mode operation. The default settings specify that VUM will retry three times to place a host in maintenance mode.


 


You can configure whether VUM will disable certain cluster features in order to perform remediation. Otherwise, VUM may not perform updates on the hosts with these features enabled. The features that VUM can control are Distributed Power Management (DPM), High Availability Admission Control, and Fault Tolerance (FT). You can opt to let the cluster determine if more than one host can be updated at once, while safely maintaining compliance with the rest of the cluster settings. If so, then multiple hosts can be patched or upgraded at once.


 


Lastly, you can select whether to patch any PXE-booted ESXi 5.x hosts.


 


Patching Stateless PXE-Booted Servers

 


When you patch a PXE-booted server, those changes won’t survive the host’s next reboot, because it will revert to the network image. You should apply these patches to the image itself for them to remain persistent.


 


So why apply them to the hosts?


 


VUM can apply live install patches, which do not require a host reboot. This means that you can quickly apply a patch to a fleet of PXE-booted ESXi hosts without needing to reboot them, or update and test the images, in order to pick up an important patch.


 




 


vApp Settings The vApp Settings allow you to control whether VUM’s smart reboot feature is enabled for vApps. vApps are teams, if you will, of VMs. Consider a multitier application that consists of a frontend web server, a middleware server, and a backend database server. These three different VMs and their respective guest OSes could be combined into a vApp. The smart reboot feature simply restarts the different VMs within the vApp in a way that accommodates inter-VM dependencies. For example, if the database server has to be patched and rebooted, then it is quite likely that the web server and the middleware server will also need to be rebooted, and they shouldn’t be restarted until after the database server is back up and available again. The default setting is to leverage smart reboot.


 


 

Events The Events tab lists the VUM-specific events logged. As shown in Figure 4.16, the Events tab lists actions taken by administrators as well as automatic actions taken by VUM. Administrators can sort the list of events by clicking the column headers, but there is no functionality to help users filter out only the events they want to see. There is also no way to export events from here.

 

However, you can also find the events listed in the holistic Management → Events area of vCenter Server home page (or via the Ctrl+Shift+E keyboard shortcut), and that area does include some filtering functionality as well as the ability to export the events. The Export Events button, shown in Figure 4.17 in the upper-left corner, allows you to export events to a file.

 

The functionality of the Management → Events area of vCenter Server was discussed in detail in Chapter 3.

 

Notifications This tab displays any notifications gathered by VUM regarding patch recalls, patch fixes, and other alerts issued by VMware.

 

For example, if VMware recalled a patch, VUM would mark the patch as recalled. This prevents you from installing the recalled patch. A notification that the patch was recalled would be displayed in the Notifications area. Similarly, if a patch is fixed, VUM would update the new patch and include a notification that the patch has been updated.

 

Patch Repository The Patch Repository tab shows all the patches that are currently in VUM’s patch repository. From here, you can also view the details of any specific patch by right-clicking the patch and selecting Show Patch Detail or by double-clicking a patch. Figure 4.18 shows the additional information displayed about a patch when you select Show Patch Detail from the context menu (right click).

 

This particular item shown in Figure 4.18 is the Virtual Ethernet Module for the Cisco Nexus 1000V, a third-party distributed virtual switch that is discussed in detail in Chapter 5.

 

The Import Patches link in the upper-right corner of the Patch Repository tab allows you to upload patches directly into the repository. Importing patches here is the same as importing them on the Configuration → Download Settings page.

 

ESXi Images This is the area where you will upload ISO files for upgrading ESX/ESXi. These ISO files are the same images used to create the CD installation media for a base ESXi install. You can find more information on this task in the section “Upgrading Hosts With vSphere Update Manager.”

 

VA Upgrades The VA Upgrades tab lists any suitable virtual appliances upgrades. You can view different versions, see a log of all the changes that have been made since the previous version, and accept any required licensing agreements. For a virtual appliance to be upgradable via VUM, it must have been built with VMware’s own free Studio package (at least version 2.0 must have been used).

 



 


Figure 4.14 Select patch sources so that VUM downloads only certain types of patches.
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Figure 4.15 By default, VM snapshots are enabled for use with VUM.
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Figure 4.16 The Events tab lists events logged by VUM during operation and can be a good source of information for troubleshooting.
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Figure 4.17 Events from VUM Manager are included in the Management area of vCenter Server, where information can be exported or filtered.
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Figure 4.18 The Patch Repository tab also offers more detailed information about each of the items in the repository.
 

[image: 4.18]

 

Having examined the different areas present within VUM, let’s now take a look at actually using VUM to patch hosts and VMs.
 

Routine Updates
 

VUM uses the term remediation to refer to the process of applying patches and upgrades to a vSphere object. As described in the previous section, VUM uses baselines to create lists of patches based on certain criteria. By attaching a baseline to a host or VM and performing a scan, VUM can determine whether that object is compliant or noncompliant with the baseline. Compliance with the baseline means that the host or VM has all the patches included in the baseline currently installed and is up to date; noncompliance means that one or more patches are missing and the target is not up to date.
 

After compliance with one or more baselines or baseline groups has been determined, the vSphere administrator can remediate — or patch — the hosts or VMs. Optionally, the administrator can also stage patches to ESX/ESXi hosts before remediation.
 

The first step in this process is actually creating the baselines that you will attach to your ESX/ESXi hosts or VMs. How to create a host patch baseline was covered in “Baselines And Groups,” so you have already seen this process. The next step is attaching a baseline to — or detaching a baseline from — ESX/ESXi hosts or VMs. Let’s take a closer look at how to attach and detach baselines.
 

Attaching and Detaching Baselines or Baseline Groups
 

Before you patch a host or guest, you must determine whether an ESX/ESXi host or VM is compliant or noncompliant with one or more baselines or baseline groups. Defining a baseline or baseline group alone is not enough. To determine compliance, the baseline or baseline group must first be attached to a host or VM. After it is attached, the baseline or baseline group becomes the “measuring stick” that VUM uses to determine compliance with the list of patches included in the attached baselines or baseline groups.
 

Attaching and detaching baselines is performed in one of vCenter Server’s Inventory views. To attach or detach a baseline or baseline groups for ESX/ESXi hosts, you need to be in the Hosts And Clusters view; for VMs, you need to be in the VMs And Templates view. In both cases, you’ll use the Update Manager tab to attach or detach baselines or baseline groups.
 

In both views, baselines and baseline groups can be attached to a variety of objects. In the Hosts And Clusters view, baselines and baseline groups can be attached to datacenters, clusters, or individual ESX/ESXi hosts. In the VMs And Templates view, baselines and baseline groups can be attached to datacenters, folders, or specific VMs. Because of the hierarchical nature of the vCenter Server inventory, a baseline attached at a higher level will automatically apply to eligible child objects as well. You may also find yourself applying different baselines or baseline groups at different levels of the hierarchy; for example, there may be a specific baseline that applies to all hosts in the environment but another baseline that applies only to a specific subset of hosts.
 

Let’s look at attaching a baseline to a specific ESX/ESXi host. The process is much the same, if not identical, for attaching a baseline to a datacenter, cluster, folder, or VM.
 

Perform the following steps to attach a baseline or baseline group to an ESX/ESXi host:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


This instance of vCenter Server should have an instance of VUM associated with it.

 

Because VUM is integrated with and depends on vCenter Server, you cannot manage, attach, or detach VUM baselines when connected directly to an ESX/ESXi host.

 

2. From the menu, select View → Inventory → Hosts And Clusters, or press the Ctrl+Shift+H keyboard shortcut.


3. In the inventory tree on the left, select the ESX/ESXi host to which you want to attach a baseline or baseline group.


4. From the pane on the right, use the double-headed arrows to scroll through the list of tabs until you can see the Update Manager tab, and then select it.


The screen shown in Figure 4.19 shows the Update Manager tab for a specific ESX/ESXi that has no baselines or baseline groups attached.

 

5. Click the Attach link in the upper-right corner; this link opens the Attach Baseline Or Group dialog box.


6. Select the baselines and/or baseline groups that you want to attach to this ESX/ESXi host, and then click Attach.




 


Figure 4.19 The Update Manager tab of an ESX/ESXi host shows what baselines and baseline groups, if any, are currently attached.
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The steps for attaching a baseline or baseline group to a VM with a guest OS installed are similar, but let’s walk through the process anyway. A very useful baseline to point out is named VMware Tools Upgrade To Match Host. This baseline is a default baseline that is defined upon installation of VUM, and its purpose is to help you identify which VMs have guest OSes running outdated versions of the VMware Tools. As you’ll see in Chapter 7, the VMware Tools are an important piece of optimizing your guest OSes to run in a virtualized environment, and it’s great that VUM can help identify which VMs have guest OSes with an outdated version of the VMware Tools installed.
 

Perform the following steps to attach a baseline to a datacenter so that it applies to all the objects under the datacenter:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance. The vCenter Server instance to which you connect should have an instance of VUM associated with it.


2. Switch to the VMs And Templates inventory view by selecting View → Inventory → VMs And Templates, by using the navigation bar, or by using the Ctrl+Shift+V keyboard shortcut.


3. Select a datacenter object from the inventory on the left.


4. From the contents pane on the right, click the Update Manager tab.


5. Right-click a blank area of the list of baselines or baseline groups, and select Attach from the context menu. This opens the Attach Baseline Or Group dialog box.


6. Click to select the VMware Tools Upgrade To Match Host upgrade baseline, and then click Attach.




 

After you attach this baseline, you’ll see the screen change to show that VUM is unsure about whether the systems to which this baseline has been applied are in compliance with the baseline. The screen will look something like Figure 4.20.
 


Figure 4.20 VUM is unsure if the objects to which the baseline has been attached are in compliance with the baseline.
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In the event that you need to detach a baseline from an object, you can simply right-click the attached baseline or baseline group while on the Update Manager tab for an object. The only command that is available is the Detach Baseline command, which then takes you to a screen that also allows you to detach the baseline from other objects to which it is attached. Figure 4.21 shows how VUM allows you to detach the selected baseline or baseline group from other objects at the same time (it does not allow you to detach baselines from objects that have inherited the baseline, only those that have been explicitly attached to each child object).
 


Figure 4.21 When detaching a baseline or baseline group, VUM offers the option to detach it from other objects at the same time.
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In much the same way as simply defining a baseline or baseline group wasn’t enough, simply attaching a baseline or baseline group to an ESX/ESXi host or VM isn’t enough to determine compliance or noncompliance. To determine compliance or noncompliance with a baseline or baseline group, you need to perform a scan.
 

Performing a Scan
 

The next step after attaching a baseline is to perform a scan. The purpose of a scan is to determine the compliance, or noncompliance, of an object with the baseline. If the object being scanned matches what’s defined in the baseline, then the object — be it an ESX/ESXi host, VM, or virtual appliance instance — is compliant. If something is missing from the object, then it’s noncompliant.
 

While the process of scanning these objects within vCenter Server is essentially the same, there are enough differences in the processes and requirements to make it worthwhile examining each one.
 

Scanning VMs
 

You might perform any of three different types of scans against a VM and virtual appliances using VUM:
 


1. Scan the installed version of VMware Tools to see if it’s the latest version.


2. Scan the VM hardware to see if it’s the latest version.


3. Scan a virtual appliance to see if a new version is available and if it can be upgraded.




 

The process for actually conducting a scan is identical in all three instances except for the check box that indicates what type of scan you’d like to perform, as shown in Figure 4.22.
 


Figure 4.22 Different types of scans are initiated depending on the check boxes selected at the start of the scan.
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What differs among these three types of scans are the requirements needed in order to perform a scan:
 


Scanning for VMware Tools Upgrades If you scan a VM for VMware Tools upgrades and that VM does not have the VMware Tools installed, the scan will succeed but VUM will report the VM as Incompatible. In order to get a Compliant or Non-compliant report, some version of the VMware Tools needs to already be running within the guest OS installed in the VM. Other than that requirement, VUM has no other restrictions. VUM can scan both online and offline VMs and templates.

 

Scanning for VM Hardware Upgrades Scanning for VM hardware upgrades requires that the latest version of the VMware Tools be installed in the VM. This, of course, means that a guest OS is installed in the VM. You can perform VM hardware upgrade scans on both online as well as offline VMs and templates.

 

Scanning Virtual Appliances Scanning virtual appliances for virtual appliance upgrades can only be performed on virtual appliances created with VMware Studio 2.0 or later. In addition, because of the nature of virtual appliances as prepackaged installations of a guest OS and applications, it’s generally not recommended to scan virtual appliances for VMware Tools upgrades or VM hardware upgrades. Virtual appliances are generally distributed in such a way that if the developer of the virtual appliance wants to update VMware Tools or the VM hardware, he or she will create a new version of the appliance and distribute the entire appliance.

 



 


Unmanaged VMware Tools

 

Creators of virtual appliances have the option of installing Operating System Specific Packages (OSP) for VMware Tools. Because installing VMware Tools through the vSphere Client is mutually exclusive to using the OSP VMware Tools, the OSP VMware Tools will report Unmanaged as the status in the vSphere Client. In addition, performing scans of virtual appliances for VMware Tools upgrades will report the virtual appliance as Incompatible. It’s not something to be concerned about, because it allows the virtual appliance creators to use the native operating system packaging tools to more effectively manage the driver updates.

 




 

Scanning ESX/ESXi Hosts
 

As with VMs, the requirements for being able to scan an ESX/ESXi host vary depending on the type of scan VUM is performing. In all cases, the ESX/ESXi hosts need to be online and reachable via the network from the VUM server.
 


Scanning for Patches You can perform a patch scan on hosts running ESX 3.5 or later or ESX 3i version 3.5 or later.

 

Scanning for Extensions You can scan for extensions only on hosts running ESX/ESXi 4.0 or later.

 

Scanning for Host Upgrades You can scan hosts running ESX 3.5 or later or ESX 3i version 3.5 or later for upgrades. However, 3.5 hosts can only be upgraded to version 4 with VUM, because of a limitation in the default partitioning. Version 4 hosts can be upgraded to ESXi 5.

 



 

Now that you have a better idea of the requirements for performing a scan, let’s look at the steps involved. Keep in mind that performing a scan on a VM and performing a scan on a virtual appliance are extremely similar processes.
 

Perform the following steps to initiate a scan of an ESX/ESXi host for patches, extensions, or upgrades after a baseline is attached:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance that has a VUM instance associated with it.


2. Go to the Hosts And Clusters inventory view by selecting View → Inventory → Hosts And Clusters, by using the navigation bar, or by pressing the Ctrl+Shift+H keyboard shortcut.


3. Select an ESX/ESXi host from the inventory tree on the left.


4. From the content pane on the right, scroll through the list of tabs, and select the Update Manager tab.


5. Click the Scan link in the upper-right corner.


6. Select whether you want to scan for patches and extensions, upgrades, or both, and then click Scan.




 

When the scan is complete, the Update Manager tab will update to show whether the object is compliant or noncompliant. Compliance is measured on a per-baseline basis. In Figure 4.23, you can see that the selected ESXi host is compliant with both the Critical Host Patches baseline as well as the Non-Critical Host Patches baseline. This means the host is compliant overall. If a host is noncompliant with at least one attached baseline, the host is considered noncompliant.
 


Figure 4.23 When multiple baselines are attached to an object, compliance is reflected on a per-baseline basis.
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When you are viewing the Update Manager tab for an object that contains other objects, such as a datacenter, cluster, or folder, then compliance might be mixed. That is, some objects might be compliant, while other objects might be noncompliant. Figure 4.24 shows a cluster with mixed compliance reports. In this particular case, you’re looking at a compliance report for VMware Tools upgrades to match the host. The compliance report shows objects that are compliant (VMware Tools are up to date), noncompliant (VMware Tools are outdated), and incompatible (VMware Tools cannot be installed for some reason).
 


Figure 4.24 VUM can show partial compliance when viewing objects that contain other objects.
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VUM can report an object as Incompatible for a number of reasons. In this particular case, VUM is reporting two objects as Incompatible when scanning for VMware Tools. Taking a closer look at Figure 4.24, you can see that these two objects are a VM named sles11sp1-01 and a virtual appliance named vma-01. The VM is reported as incompatible because this is a fresh VM with no guest OS installed yet, and the vMA is reporting Incompatible because it is a virtual appliance running the OSP VMware Tools, which are not intended to be managed by the vSphere Client.
 

Depending on the type of scan you are performing, scans can be fairly quick. Scanning a large group of VMs for VMware Tools upgrades or VM hardware upgrades may also be fairly quick. Scanning a large group of hosts for patches, on the other hand might be more time consuming and more resource intensive. Combining several tasks at the same time can also slow down scans, while they run concurrently.
 

After the scanning is complete and compliance is established, you are ready to fix the noncompliant systems. Before we discuss remediation, let’s first look at staging patches to ESX/ESXi hosts.
 

Staging Patches
 

If the target of remediation — that is, the object within vCenter Server that you are trying to remediate and make compliant with a baseline — is an ESX/ESXi host, an additional option exists. VUM offers the option of staging patches to ESX/ESXi hosts. Staging a patch to an ESX/ESXi host copies the files across to the host to speed up the actual time of remediation. Staging is not a required step; you can update hosts without staging the updates first, if you prefer. VUM won’t stage patches to a PXE-booted ESXi host.
 

Staging host patches is particularly useful for companies whose VUM-connected hosts are spread across slow WAN links. This can substantially reduce the outage required on such sites, especially if the WAN link is particularly slow or the patches themselves are very large. Hosts do not need to be in maintenance mode while patches are being staged, but do during the remediation phase. Staging patches reduces the maintenance mode period associated with remediation. Staging patches also allows the uploads to be scheduled for a time when heavy WAN utilization is more appropriate, allowing the administrator to remediate the host at a more agreeable time.
 

Perform the following steps to stage patches to an ESX/ESXi host using VUM:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to the Hosts And Clusters view by selecting View → Inventory → Hosts And Clusters, by using the Ctrl+Shift+H keyboard shortcut, or using the navigation bar.


3. From the inventory list on the left, select an ESX/ESXi host.


4. From the content pane on the right, scroll through the tabs, and select the Update Manager tab.


5. Click the Stage button in the bottom-right corner of the content pane, or right-click the host and select Stage Patches. Either method activates the Stage Wizard.


6. Select the baselines for the patches you want to be staged, and click Next to proceed.


7. The next screen allows you to deselect any specific patches you do not want to be staged. If you want all the patches to be staged, leave them all selected, and click Next.


8. Click Finish at the summary screen to start the staging process.




 

After the staging process is complete, the Tasks pane at the bottom of the vSphere Client reflects this, as shown in Figure 4.25.
 


Figure 4.25 The vSphere Client reflects when the process of staging patches is complete.
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After you stage patches to the ESX/ESXi hosts, you can begin the task of remediating.
 

Remediating Hosts
 

After you have attached a baseline to a host, scanned the host for compliance, and optionally staged the updates to the host, you’re ready to remediate, or update, the ESX/ESXi host.
 


Remediation

 

The term remediation is simply VMware parlance to mean the process of applying patches or upgrades to an object to bring it up to a compliant level.

 




 

Perform the following steps to patch an ESX/ESXi host:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Switch to the Hosts And Clusters view by using the navigation bar, by using the Ctrl+Shift+H keyboard shortcut, or by selecting View → Inventory → Hosts And Clusters.


3. Select an ESX/ESXi host from the inventory tree on the left.


4. From the content pane on the right, select the Update Manager tab. You might need to scroll through the available tabs in order to see the Update Manager tab.


5. In the lower-right corner of the window, click the Remediate button. You can also right-click the ESX/ESXi host and select Remediate from the context menu.


6. The Remediate dialog box displays, as shown in Figure 4.26. From here, select the baselines or baseline groups that you want to apply. Click Next.


7. Deselect any patches or extensions that you don’t want applied to the ESX/ESXi host.


This allows you to customize the exact list of patches. Click Next after you’ve deselected any patches to exclude.

 

8. Specify a name and description for the remediation task. Also, choose whether you want the remediation to occur immediately or whether it should run at a specific time.


Figure 4.27 shows these options.

 

9. The Host Remediation Options page gives you the option to modify the default settings for how VUM should handle a host’s VMs if it has to enter maintenance mode. It also lets you patch PXE-booted ESXi hosts but warns you that those changes will be lost on the next power cycle. Figure 4.28 shows the options available during this stage. Make any changes required and click Next.


10. If the host is a member of a cluster, you can choose whether to disable any of the cluster settings for DPM, HA, and FT, if you think they may interfere with the remediation process. VUM version 5 now has the option to remediate several hosts at once if the cluster has sufficient compute resources to meet the other cluster controls. In Figure 4.29 you can see the full gamut of cluster options.


11. Review the summary screen, and click Finish if everything is correct. If there are any errors, use the Back button to double-check and change the settings.




 


Figure 4.26 The Remediate dialog box allows you to select the baselines or baseline groups against which you would like to remediate an ESX/ESXi host.
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Figure 4.27 When remediating a host, you need to specify a name for the remediation task and a schedule for the task.
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Figure 4.28 Host remediation options available if the host has to enter maintenance mode
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Figure 4.29 Cluster options during host remediation
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If you selected to have the remediation occur immediately, which is the default setting, VUM initiates a task request with vCenter Server. You’ll see this task, as well as some related tasks, in the Tasks pane at the bottom of the vSphere Client.
 

If necessary, VUM automatically puts the ESX/ESXi host into maintenance mode. If the host is a member of a DRS-enabled cluster, putting the host into maintenance mode will, in turn, initiate a series of vMotion operations to migrate all VMs to other hosts in the cluster. After the patching is complete, VUM automatically reboots the host, if it is required, and then takes the host out of maintenance mode.
 


Keeping Hosts Patched Is Important

 

Keeping your ESX/ESXi hosts patched is important. We all know this, but too often VMware administrators forget to incorporate this key task into their operations.

 

VUM makes keeping your hosts patched much easier, but you still need to actually do it! Be sure to take the time to establish a regular schedule for applying host updates and take advantage of VUM’s integration with vMotion, vCenter Server, and VMware Distributed Resource Scheduler (DRS) to avoid downtime for your end users during the patching process.

 




 

Upgrading the VMware Tools
 

VUM can scan and remediate not only ESX/ESXi hosts but also the VMware Tools running inside your VMs. The VMware Tools are an important part of your virtualized infrastructure. The basic idea behind the VMware Tools is to provide a set of virtualization-optimized drivers for all the guest OSes that VMware supports with VMware vSphere. These virtualization-optimized drivers help provide the highest levels of performance for guest OSes running on VMware vSphere, and it’s considered a best practice to keep the VMware Tools up to date whenever possible. You can find a more complete and thorough discussion of the VMware Tools in Chapter 7.
 

To help with that task, VUM comes with a prebuilt upgrade baseline named VMware Tools Upgrade To Match Host. This baseline can’t be modified or deleted from within the vSphere Client, and its sole purpose is to help vSphere administrators identify VMs that are not running a version of VMware Tools that is appropriate for the host on which they are currently running.
 

In general, follow the same order of operations for remediating VMware Tools as you did for ESX/ESXi hosts:
 


1. Attach the baselines to the VMs you want to scan and remediate.


2. Scan the VMs for compliance with the attached baseline.


3. Remediate the VMware Tools inside the VMs, if they are noncompliant.




 

The procedure for attaching a baseline was described in the section “Attaching and Detaching Baselines or Baseline Groups” and the process of performing a scan for compliance with a baseline was also described in the section “Performing a Scan.”
 

If you have attached a baseline to a VM and scanned the VMware Tools on that VM for compliance with the baseline, the next step is actually remediating the VMware Tools inside the VM.
 

Perform the following steps to remediate the VMware Tools:
 


1. Launch the vSphere Client if it is not already running, and connect to an instance of vCenter Server.


2. Using the menu, navigate to the VMs And Templates area by selecting View → Inventory → VMs And Templates. You can also use the navigation bar or the Ctrl+Shift+V keyboard shortcut.


3. Right-click the VM that you want to remediate, and select Remediate from the context menu. To remediate several VMs, select an object farther up the hierarchy. This displays the Remediate dialog box.


4. In the Remediate dialog box, select the VMware Tools Upgrade To Match Host baseline, and then click Next.


5. Provide a name for the remediation task, and select a schedule for the task. Different schedules are possible for powered-on VMs, powered-off VMs, and suspended VMs, as shown in Figure 4.30.


6. Select an appropriate schedule for each of the different classes of VMs, and then click Next.


7. If you want to take a snapshot of the VM, supply a name for the snapshot and a description.


You may also specify a maximum age for the snapshot and whether to snapshot the VM’s memory. The default settings, as shown in Figure 4.31, are Do Not Delete Snapshots and Take A Snapshot Of The VMs Before Remediation To Enable Rollback.

 

8. Review the information in the summary screen. If anything is incorrect, use the Back button to double-check and change the settings. Otherwise, click Finish to start the remediation.




 


Figure 4.30 VUM supports different schedules for remediating powered-on VMs, powered-off VMs, and suspended VMs.
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Figure 4.31 VUM integrates with vCenter Server’s snapshot functionality to allow remediation operations to be rolled back in the event of a problem.
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In general, a reboot of the guest OS is required after the VMware Tools upgrade is complete, although this varies from guest OS to guest OS. Most Windows versions require a reboot, so plan accordingly. Where multiple VMs are joined together in a vApp, VUM and vCenter Server will coordinate restarting the VMs within the vApp to satisfy inter-VM dependencies unless you turned off Smart Reboot in the VUM configuration.
 

When you are dealing with VMs brought into a VMware vSphere environment from previous versions of VMware Infrastructure, you must be sure to first upgrade VMware Tools to the latest version and then deal with upgrading VM hardware, which is explained after the “Upgrading Hosts with vSphere Update Manager” section. By upgrading the VMware Tools first, you ensure that the appropriate drivers are already loaded into the guest OS when you upgrade the VM hardware.
 

Upgrading Virtual Appliances and Host Extensions
 

Once again, you follow the same overall procedure to upgrade virtual appliances and host extensions in VUM as you do with VMware Tools from the previous section:
 


1. Attach the baseline.


2. Scan for compliance.


3. Remediate.




 

However, it is worth noting that both virtual appliances and host extensions are less likely to be upgraded quite so routinely. When upgraded they are replaced wholesale, and their settings are migrated across to the new version.
 

Virtual appliances and host extensions are often provided by third-party hardware or software providers. Each vendor will make their own decisions regarding what changes to functionality are included in these upgrades. For some, you may find that the upgrade includes merely minor bug fixes and no change in the way the appliance or extension works. On the other hand, another upgrade might bring significant changes to how it operates.
 

For this reason, it is prudent to treat each upgrade to a virtual appliance or host extension as something that needs to be tested thoroughly before running through a wide-scale upgrade.
 

Now let’s look at the last major piece of VUM’s functionality: upgrading vSphere hosts.
 

Upgrading Hosts with vSphere Update Manager
 

Upgrading vSphere ESXi 5.0 to the newest versions when they become available, and upgrading legacy vSphere 4.x ESX and ESXi hosts to ESXi 5.0, is principally a three-stage process. Although ESX and ESXi are fundamentally very different hypervisors, VUM can seamlessly upgrade either variant to ESXi 5. In fact, while running the Upgrade Wizard, which we’ll step through later in this section, if you blink, you won’t even spot the difference.
 

Perform the following steps to upgrade a host server with VUM 5.0:
 


1. Import an ESXi image and create a host upgrade baseline.


2. Upgrade the host by remediating with the upgrade baseline.


3. Upgrade the VMs’ VMware Tools and hardware.




 

Strictly speaking, the last point is not part of the host upgrade procedure. However, most of the time when you upgrade VMs’ hardware, it is immediately following a host upgrade (at least you should be upgrading them at that time!).
 

Importing an ESXi Image and Creating the Host Upgrade Baseline
 

Previous versions of vSphere used Update Bundles to upgrade hosts. These offline bundle zip files are still used by vSphere to patch hosts and third-party software but not for host upgrades. In VUM 5.0, all host upgrades use the same image file that is used to install ESXi.
 

Perform the following steps to import the ISO file into VUM and create the baseline:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to the Update Manager Administration area by using the navigation bar or by selecting View → Solutions And Applications → Update Manager.


3. Click the ESXi Images tab.


4. Click the blue Import ESXi Image link in the top-right corner of this tab.


5. Use the Browse button, shown in Figure 4.32, to select the new ESXi ISO file. Click Next.


6. Monitor the progress of the file upload, as shown in Figure 4.33; this might take a few minutes to complete. Once the file import is complete, verify the summary information and click Next.


7. Take this opportunity to let the Wizard create a Host Upgrade Baseline for you by leaving the checkbox selected. Give the baseline a name and appropriate description and click Finish. Figure 4.34 shows an image uploaded into the list of imported images. When an image is selected, the lower pane lists all the software packages included in the image and their version number.




 


Figure 4.32 Select the ESXi image to use for the host upgrade.
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Figure 4.33 ESXi image import
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Figure 4.34 All the packages contained in the imported ESXi image are shown.
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Upgrading a Host
 

After you’ve created a host upgrade baseline, you can use this baseline to upgrade an ESX/ESXi host following the same basic sequence of steps outlined previously to remediate other vSphere objects:
 


1. Attach the baseline to the ESX/ESXi hosts that you want to upgrade. Refer to the previous section “Attaching and Detaching Baselines or Baseline Groups” for a review of how to attach a baseline to an ESX/ESXi host or several hosts.


2. Scan the ESX/ESXi hosts for compliance with the baseline. Don’t forget to select to scan for upgrades when presented with the scan options.


3. Remediate the host.




 


Back up Your Host Configuration as Required

 

Unlike previous host upgrades methods, VUM no longer supports rollbacks after a problematic upgrade. Before you start the upgrade, make sure you have sufficient information about the state of the host to restore or rebuild the host if required.

 




 

The Remediate Wizard is similar to the process discussed in the section “Remediating Hosts” (Figure 4.25 through Figure 4.31), but there are enough differences to warrant reviewing the process.
 

Perform the following steps to upgrade an ESX/ESXi host with a VUM host upgrade baseline:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Switch to the Hosts And Clusters view by using the navigation bar, by using the Ctrl+Shift+H keyboard shortcut, or by selecting View → Inventory → Hosts And Clusters.


3. Select the ESX/ESXi host from the inventory tree on the left.


4. From the content pane on the right, select the Update Manager tab. You might need to scroll through the available tabs in order to see the Update Manager tab.


5. In the lower-right corner of the window, click the Remediate button. You can also right-click the ESX/ESXi host and select Remediate from the context menu.


6. The Remediate dialog box displays, as shown in Figure 4.35. From here, ensure that the Upgrade Baselines is selected in the Groups and Types frame, then choose the baseline that you want to apply. Click Next.


7. Select the check box to accept the license terms, and then click Next.


8. If you are upgrading the hosts from vSphere 4, the next screen gives you the option to explicitly ignore any third-party software on the host that might prevent a host upgrade, as shown in Figure 4.36.


9. Specify a name, description, and a schedule for the remediation task, and then click Next.


10. Choose how the host’s VMs should react to the host entering maintenance mode, and click Next.


11. The next page gives you the same cluster options shown in Figure 4.29. You can control how the host’s cluster should conform to its own DPM, HA, and FT settings and whether to allow multiple hosts to be upgraded at the same time if the cluster has sufficient resources. Select the options required and click Next.


12. Review the summary, and use the Back button if any settings need to be changed. Click Finish when the settings are correct.




 


Figure 4.35 Select the correct upgrade baseline in the right pane if multiple versions are listed.
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Figure 4.36 Upgrades can ignore third-party software on legacy hosts.
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VUM then proceeds with the host upgrade at the scheduled time (Immediately is the default setting in the Wizard). The upgrade will be an unattended upgrade, and at the end of the upgrade the host automatically reboots.
 

Surprisingly enough, considering the inherent differences between ESX and ESXi, VMware has done a great job of hiding the complex differences during this upgrade procedure. In fact, unless you knew which type of host you had selected to upgrade beforehand, the only way you can tell during the Remediate Wizard is the version of host discreetly listed in the lower pane shown in Figure 4.35.
 

After upgrading all the hosts in a cluster, you should consider upgrading the VMs’ VMware Tools and then their virtual hardware version. Upgrading a VMs’ hardware can prevent that VM from running on older hosts, which is why you should ensure all the hosts in the same cluster are upgraded first. Otherwise, you can restrict the efficiency of fundamental cluster operations such as DRS and HA.
 

Keeping in mind that you should upgrade the VMs’ VMware Tools first, discussed in the section “Upgrading the VMware Tools,” let’s look at how to upgrade the virtual hardware.
 

Upgrading VM Hardware
 

So far, the idea of VM hardware hasn’t been discussed but the topic is covered in Chapter 9, “Creating and Managing VMs.” For now, suffice it to say that VMs brought into a VMware vSphere environment from previous versions of ESX/ESXi will have outdated VM hardware. By far the most common occurrence of this will be after upgrading a host. In order to use all the latest functionality of VMware vSphere with these VMs, you will have to upgrade the VM hardware. To help with this process, VUM includes the ability to scan for and remediate VMs with out-of-date VM hardware.
 

VUM already comes with a VM upgrade baseline that addresses this: the VM Hardware Upgrade To Match Host baseline. This baseline is predefined and can’t be changed or deleted from within the vSphere Client. The purpose of this baseline is to determine whether a VM’s hardware is current. vSphere 5.0 VMs use hardware version 8 by default. Hardware version 7 is the version used by vSphere 4.0 and 4.1, and ESX/ESXi 3 used VM hardware version 4.
 

To upgrade the virtual VM version, you again follow the same general sequence:
 


1. Attach the baseline.


2. Perform a scan.


3. Remediate.




 

To attach the baseline, follow the same procedures outlined in the section “Attaching and Detaching Baselines or Baseline Groups.” Performing a scan is much the same as well; be sure you select the VM Hardware upgrades option when initiating a scan in order for VUM to detect outdated VM hardware. Even if the correct baseline is attached, outdated VM hardware won’t be detected during a scan unless you select this box.
 


Planning for Downtime

 

Remediation of VMs found to be noncompliant — for example, found to have outdated VM hardware — is again much like the other forms of remediation that have already been discussed. The important thing to note is that VM hardware upgrades are done while the VM is powered off. This means you must plan for downtime in the environment in order to remediate this issue.

 




 

VUM performs VM hardware upgrades only when the VM is powered off. It’s also important to note that VUM might not be able to conduct an orderly shutdown of the guest OS in order to do the VM hardware upgrade. To avoid an unexpected shutdown of the guest OS when VUM powers off the VM, specify a schedule in the dialog box shown previously in Figure 4.30 that provides you with enough time to perform an orderly shutdown of the guest OS first.
 

Depending on which guest OS and which version are running inside the VM, the user may see prompts for “new hardware” after the VM hardware upgrade is complete. If you’ve followed the recommendations and the latest version of the VMware Tools is installed, then all the necessary drivers should already be present, and the “new hardware” should work without any real issues.
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Keep a Record of Your VM’s IP Addresses

 

The most common problem faced with upgrading VM Hardware is losing the VM’s IP address. This occurs if VMware Tools has not been upgraded properly before starting the Hardware upgrade process. Normally the new VMware Tools can record the VM’s IP settings, and if a new VM Hardware upgrade changes the network card’s driver, the Tools can migrate the IP settings across automatically. However, the VMware Tools can drop the settings for several reasons, such as not realizing there was an issue with the Tools before proceeding further, not allowing for enough reboots after the Tools upgrade, OS issues caused by the new drivers, and so forth.

 

While this shouldn’t happen, it is seen often enough that a quick plan B is in order. One simple approach, prior to initiating the remediation step, is to list all the VMs to be upgraded in the VMs And Templates view. Right-click one of the columns, and add the IP address to the view. Then from the File menu, select Export List To A Spreadsheet. This way, should one or more VMs lose their IP settings in the upgrade, you have a quick reference you can pull up. It’s not foolproof, but this 30-second action might just save you some time trawling through DNS records if things go awry.

 




 

Although you might find virtual appliances with old versions of virtual hardware, it’s advisable to treat these as special cases and wait for the software vendors to include the hardware upgrade in the next version. Virtual appliances are custom built and tuned by the vendors for their purpose. They are often released with older hardware so they are compatible with as many versions of vSphere as possible. If a new version of VM hardware is available that the vendor thinks would benefit their appliance, it’s likely that they will provide a new version of their appliance to take advantage of it.
 

You can find more information on VM hardware and VM hardware versions in Chapter 7.
 

By combining some of the different features of VUM, you can greatly simplify the process of upgrading your virtualized infrastructure to the latest version of VMware vSphere through an orchestrated upgrade.
 

Performing an Orchestrated Upgrade
 

A specific use case for baseline groups is the orchestrated upgrade. An orchestrated upgrade involves the use of a host baseline group and a VM/VA baseline group that, when run sequentially, will help automate the process of moving an organization’s environment fully into VMware vSphere 5. Quite simply, it upgrades your hosts and then your VMs in one job.
 

Consider this sequence of events:
 


1. You create a host baseline group that combines a host upgrade baseline with a dynamic host patch baseline to apply the latest updates.


2. You create a VM baseline group that combines two different VM upgrade baselines — the VMware Tools upgrade baseline and the VM hardware upgrade baseline.


3. You schedule the host baseline group to execute, followed at some point by the VM baseline group.


4. The host baseline group upgrades the hosts from ESX/ESXi 4.x to ESXi 5.0 and installs all applicable patches and updates.


5. The VM baseline group upgrades the VMware Tools and then upgrades the VM hardware to version 8.




 

When these two baseline groups have completed, all the hosts and VMs affected by the baselines will be upgraded and patched. Most, if not all, of the tedious tasks surrounding upgrading the VMware Tools and the VM hardware have been automated. Congratulations! You’ve just simplified and automated the upgrade path for your virtual environment.
 

Investigating Alternative Update Options
 

In most circumstances, using the VUM tools in the vSphere Client is the easiest and most efficient method of keeping your hosts, VMs, and virtual appliances patched and at the latest, greatest level. However, there are sometimes circumstances where you want to look beyond the standard tools and investigate the alternatives. As you’ll learn, vSphere can be updated in several other ways.
 

Using vSphere Update Manager PowerCLI
 


  








































vSphere takes advantage of Microsoft’s PowerShell scripting environment with the PowerCLI extensions that are discussed in Chapter 14, “Automating VMware vSphere.”
 

Without getting ahead of ourselves, it’s worth noting the PowerCLI tools that are available to script many of VUM’s functions. The VUM PowerCLI cmdlets cover the most common tasks like working with baselines, scanning, staging, and remediating vSphere objects. Figure 4.37 shows the list of cmdlets currently available.
 


Figure 4.37 VUM PowerCLI cmdlets available
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To use the VUM PowerCLI, you need to first install the vSphere PowerCLI and then download and install the Update Manager PowerCLI package. More information on the use of this package can be garnered from VMware’s own “VMware vSphere Update Manager PowerCLI Installation and Administration Guide” for VUM 5.0.
 

Upgrading and Patching without vSphere Update Manager
 

You can maintain your vSphere environment, keeping the elements patched and upgraded, without resorting to the use of VUM. Also, you may want to use VUM for certain updating tasks but take an alternative approach for others. For example, you might not want to use VUM in the following situations:
 

 

 
	You are using the free stand-alone vSphere ESXi hypervisor, which does not come with vCenter. Without a licensed vCenter, you can’t use VUM.
 

 
	You have only a small environment with one or two small host servers. To maximize the use of your server hardware for VMs, you don’t want the infrastructure overhead of another application and another database running.
 

 
	You rely heavily on scripting to manage your environment, and you would like to take advantage of tools that don’t need PowerShell, such as the PowerCLI toolset that VMware offers.
 

 
	You don’t want to use VUM for host upgrades, because you choose to always run fresh host rebuilds when required.
 

 
	You already have kick-start scripts, PowerShell post-install scripts, Host Profiles, EDA/UDA tools, or you want to set up an AutoDeploy server to control the installation and upgrading of your hosts.
 


 

So, what alternatives are available?
 


Upgrading and Patching Hosts To upgrade your legacy 4.0 ESX or ESXi hosts to vSphere 5.0, you have two non-VUM options. You can run through an interactive install from the ESXi 5.0 CD media, choosing an in-place upgrade. Or you can run a kick-start scripted upgrade along with the same ESXi 5.0 media, to perform an unattended upgrade. No command-line utility can upgrade an older ESX or ESXi host to 5.0.

 

For upgrades from ESXi 5.0 to newer versions, you can likewise use an interactive or unattended upgrade. If you have used VMware’s AutoDeploy technology to rollout vSphere 5.0, then you will be able to leverage this tool to upgrade or patch it to the latest updates. ESXi 5.0 hosts can also be patched and upgraded with the vCLI command-line esxcli tool.

 

The esxupdate and vihostupdate tools are no longer supported for ESXi 5.0 updates.

 

Upgrading VMs Without VUM, upgrading VM hardware can only be done via the vSphere Client. If the hosts are connected to a vCenter, then your connected client can manually upgrade the hardware. You must shut down the VMs yourself and initialize each upgrade. Even without vCenter you can still upgrade each VM by connecting your client straight at the host. Similarly, the VMware Tools can be upgraded in each guest OS manually from within the VM’s console. You must mount the VMware Tools from your vSphere Client.

 

The vmware-vmupgrade.exe tool should not be used to upgrade VMs anymore.

 



 

Now you’re ready to start taking advantage of the new networking functionality available in VMware vSphere in Chapter 5.
 

The Bottom Line
 

Install VUM and integrate it with the vSphere Client.


vSphere Update Manager (VUM) is installed from the VMware vCenter installation media and requires that vCenter Server has already been installed. Like vCenter Server, VUM requires the use of a backend database server. Finally, you must install a plug-in into the vSphere Client in order to access, manage, or configure VUM.

 

Master It

 

You have VUM installed, and you’ve configured it from the vSphere Client on your laptop. One of the other administrators on your team is saying that she can’t access or configure VUM and that there must be something wrong with the installation. What is the most likely cause of the problem?

 

Determine which ESX/ESXi hosts or VMs need to be patched or upgraded.


Baselines are the “measuring sticks” whereby VUM knows whether an ESX/ESXi host or VM instance is up to date. VUM compares the ESX/ESXi hosts or guest OSes to the baselines to determine whether they need to be patched and, if so, what patches need to be applied. VUM also uses baselines to determine which ESX/ESXi hosts need to be upgraded to the latest version or which VMs need to have their VM hardware upgraded. VUM comes with some predefined baselines and allows administrators to create additional baselines specific to their environments. Baselines can be fixed — the contents remain constant — or they can be dynamic, where the contents of the baseline change over time. Baseline groups allow administrators to combine baselines and apply them together.

 

Master It

 

In addition to ensuring that all your ESX/ESXi hosts have the latest critical and security patches installed, you also need to ensure that all your ESX/ESXi hosts have another specific patch installed. This additional patch is noncritical and therefore doesn’t get included in the critical patch dynamic baseline. How do you work around this problem?

 

Use VUM to upgrade VM hardware or VMware Tools.


VUM can detect VMs with outdated VM hardware versions and guest OSes that have outdated versions of the VMware Tools installed. VUM comes with predefined baselines that enable this functionality. In addition, VUM has the ability to upgrade VM hardware versions and upgrade the VMware Tools inside guest OSes to ensure that everything is kept up to date. This functionality is especially helpful after upgrading your ESX/ESXi hosts to version 5.0 from a previous version.

 

Master It

 

You’ve just finished upgrading your virtual infrastructure to VMware vSphere. What two additional tasks should you complete?

 

Apply patches to ESX/ESXi hosts.


Like other complex software products, VMware ESX and VMware ESXi need software patches applied from time to time. These patches might be bug fixes or security fixes. To keep your ESX/ESXi hosts up to date with the latest patches, VUM can apply patches to your hosts on a schedule of your choosing. In addition, to reduce downtime during the patching process or perhaps to simplify the deployment of patches to remote offices, VUM can also stage patches to ESX/ESXi hosts before the patches are applied.

 

Master It

 

How can you avoid VM downtime when applying patches (for example, remediating) to your ESX/ESXi hosts?

 

Apply patches to Windows guests.


VUM can check the compliance status of your ESXi hosts and your legacy ESX/ESXi hosts, your VM hardware, VMware Tools, and certified virtual appliances. To ensure your software stack has all the available software patches and security fixes applied, you also need to consider the state of the guest OSes and applications running within the VMs.

 

Master It

 

You are having a discussion with another VMware vSphere administrator about keeping hosts and guests updated. The other administrator insists that you can use VUM to keep guest OSes updated as well. Is this accurate?

 


  
Chapter 5
 

Creating and Configuring Virtual Networks
 

Eventually, it all comes back to the network. Having servers running VMware ESXi with VMs stored on a highly redundant Fibre Channel SAN is great, but they are ultimately useless if the VMs cannot communicate across the network. What good is the ability to run 10 production systems on a single host at less cost if those production systems aren’t available? Clearly, virtual networking within ESXi is a key area for every vSphere administrator to understand fully.
 

In this chapter, you will learn to
 

 

 
	Identify the components of virtual networking
 

 
	Create virtual switches (vSwitches) and distributed virtual switches (dvSwitches)
 

 
	Install and perform the basic configuration of the Cisco Nexus 1000V
 

 
	Create and manage NIC teaming, VLANs, and private VLANs
 

 
	Configure virtual switch security policies
 


 

Putting Together a Virtual Network
 

Designing and building virtual networks with ESXi and vCenter Server bears some similarities to designing and building physical networks, but there are enough significant differences that an overview of components and terminology is warranted. So, I’ll take a moment here to define the various components involved in a virtual network, and then I’ll discuss some of the factors that affect the design of a virtual network:
 


vSphere Standard Switch A software-based switch that resides in the VMkernel and provides traffic management for VMs. Users must manage vSwitches independently on each ESXi host.

 

vSphere Distributed Switch A software-based switch that resides in the VMkernel and provides traffic management for VMs and the VMkernel. Distributed vSwitches are shared by and managed across entire clusters of ESXi hosts. You might see vSphere Distributed Switch abbreviated as vDS; I’ll use the term dvSwitch throughout this book.

 

Port/port Group A logical object on a vSwitch that provides specialized services for the VMkernel or VMs. A virtual switch can contain a VMkernel port or a VM port group. On a vSphere Distributed Switch, these are called dvPort groups.

 

VMkernel Port A specialized virtual switch port type that is configured with an IP address to allow vMotion, iSCSI storage access, network attached storage (NAS) or Network File System (NFS) access, or vSphere Fault Tolerance (FT) logging. Now that vSphere 5 includes only VMware ESXi hosts, a VMkernel port also provides management connectivity for managing the host. A VMkernel port is also referred to as a vmknic.

 



 


No More Service Console Ports

 

Because vSphere 5 does not include VMware ESX with a traditional Linux-based Service Console, pure vSphere 5 environments will not use a Service Console port (or vswif). In ESXi, a VMkernel port that is enabled for management traffic replaces the Service Console port. Note that vSphere 5 does support ESX 4.x, though, and ESX 4.x would use a Service Console port. Because this book primarily focuses on vSphere 5, I don’t provide any information on Service Console ports or how to create them.

 




 


VM Port Group A group of virtual switch ports that share a common configuration and allow VMs to access other VMs or the physical network.

 

Virtual LAN A logical LAN configured on a virtual or physical switch that provides efficient traffic segmentation, broadcast control, security, and efficient bandwidth utilization by providing traffic only to the ports configured for that particular virtual LAN (VLAN).

 

Trunk Port (Trunking) A port on a physical switch that listens for and knows how to pass traffic for multiple VLANs. It does this by maintaining the VLAN tags for traffic moving through the trunk port to the connected device(s). Trunk ports are typically used for switch-to-switch connections to allow VLANs to pass freely between switches. Virtual switches support VLANs, and using VLAN trunks allows the VLANs to pass freely into the virtual switches.

 

Access Port A port on a physical switch that passes traffic for only a single VLAN. Unlike a trunk port, which maintains the VLAN identification for traffic moving through the port, an access port strips away the VLAN information for traffic moving through the port.

 

Network Interface Card Team The aggregation of physical network interface cards (NICs) to form a single logical communication channel. Different types of NIC teams provide varying levels of traffic load balancing and fault tolerance.

 

vmxnet Adapter A virtualized network adapter operating inside a guest operating system (guest OS). The vmxnet adapter is a high-performance, 1 Gbps virtual network adapter that operates only if the VMware Tools have been installed. The vmxnet adapter is sometimes referred to as a paravirtualized driver. The vmxnet adapter is identified as Flexible in the VM properties.

 

vlance Adapter A virtualized network adapter operating inside a guest OS. The vlance adapter is a 10/100 Mbps network adapter that is widely compatible with a range of operating systems and is the default adapter used until the VMware Tools installation is completed.

 

e1000 Adapter A virtualized network adapter that emulates the Intel e1000 network adapter. The Intel e1000 is a 1 Gbps network adapter. The e1000 network adapter is the most common in 64-bit VMs.

 



 

Now that you have a better understanding of the components involved and the terminology that you’ll see in this chapter, I’ll discuss how these components work together to form a virtual network in support of VMs and ESXi hosts.
 

Your answers to the following questions will, in large part, determine the design of your virtual networking:
 

 

 
	Do you have or need a dedicated network for management traffic, such as for the management of physical switches?
 

 
	Do you have or need a dedicated network for vMotion traffic?
 

 
	Do you have an IP storage network? Is this IP storage network a dedicated network? Are you running iSCSI or NAS/NFS?
 

 
	How many NICs are standard in your ESXi host design?
 

 
	Do the NICs in your hosts run 1 Gb Ethernet or 10 Gb Ethernet?
 

 
	Is there a need for extremely high levels of fault tolerance for VMs?
 

 
	Is the existing physical network composed of VLANs?
 

 
	Do you want to extend the use of VLANs into the virtual switches?
 


 

As a precursor to setting up a virtual networking architecture, you need to identify and document the physical network components and the security needs of the network. It’s also important to understand the architecture of the existing physical network, because that also greatly influences the design of the virtual network. If the physical network can’t support the use of VLANs, for example, then the virtual network’s design has to account for that limitation.
 

Throughout this chapter, as I discuss the various components of a virtual network in more detail, I’ll also provide guidance on how the various components fit into an overall virtual network design. A successful virtual network combines the physical network, NICs, and vSwitches, as shown in Figure 5.1.
 


Figure 5.1 Successful virtual networking is a blend of virtual and physical network adapters and switches.
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Because the virtual network implementation makes VMs accessible, it is essential that the virtual network be configured in a manner that supports reliable and efficient communication around the different network infrastructure components.
 

Working with vSphere Standard Switches
 

The networking architecture of ESXi revolves around the creation and configuration of virtual switches (vSwitches). These virtual switches are either vSphere Standard Switches or vSphere Distributed Switches. In this section, I’ll discuss vSphere Standard Switches, hereafter called vSwitches; I’ll discuss vSphere Distributed Switches in the next section.
 

You create and manage vSwitches through the vSphere Client or through the vSphere CLI using the vicfg-vswitch command, but they operate within the VMkernel. Virtual switches provide the connectivity to provide communication
 

 

 
	Between VMs within an ESXi host
 

 
	Between VMs on different ESXi hosts
 

 
	Between VMs and physical machines on the network
 

 
	For VMkernel access to networks for vMotion, iSCSI, NFS, or fault tolerance logging (and management on ESXi)
 


 

Take a look at Figure 5.2, which shows the vSphere Client depicting a virtual switch on a host running ESXi 5.
 


Figure 5.2 Virtual switches alone can’t provide connectivity; they need ports or port groups and uplinks.
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In this figure, the vSwitch isn’t depicted alone; it also requires ports or port groups and uplinks. Without uplinks, a virtual switch can’t communicate with the rest of the network; without ports or port groups, a vSwitch can’t provide connectivity for the VMkernel or the VMs. It is for this reason that most of our discussion about virtual switches centers on ports, port groups, and uplinks.
 

First, though, let’s take a closer look at vSwitches and how they are both similar to, yet different from, physical switches in the network.
 

Comparing Virtual Switches and Physical Switches
 

Virtual switches in ESXi are constructed by and operate in the VMkernel. Virtual switches, or vSwitches, are not managed switches and do not provide all the advanced features that many new physical switches provide. You cannot, for example, telnet into a vSwitch to modify settings. There is no command-line interface (CLI) for a vSwitch, apart from the vSphere CLI commands such as vicfg-vswitch. Even so, a vSwitch operates like a physical switch in some ways. Like its physical counterpart, a vSwitch functions at Layer 2, maintains MAC address tables, forwards frames to other switch ports based on the MAC address, supports VLAN configurations, is capable of trunking by using IEEE 802.1q VLAN tags, and is capable of establishing port channels. Similar to physical switches, vSwitches are configured with a specific number of ports.
 

Despite these similarities, vSwitches do have some differences from physical switches. A vSwitch does not support the use of dynamic negotiation protocols for establishing 802.1q trunks or port channels, such as Dynamic Trunking Protocol (DTP) or Port Aggregation Protocol (PAgP). A vSwitch cannot be connected to another vSwitch, thereby eliminating a potential loop configuration. Because there is no possibility of looping, the vSwitches do not run Spanning Tree Protocol (STP). Looping can be a common network problem, so this is a real benefit of vSwitches.
 


Creating and Configuring Virtual Switches

 

By default, every virtual switch is created with 128 ports. However, only 120 of the ports are available, and only 120 are displayed when looking at a vSwitch configuration through the vSphere Client. Reviewing a vSwitch configuration via the vicfg-vswitch command shows the entire 128 ports. The 8-port difference is attributed to the fact that the VMkernel reserves 8 ports for its own use.

 

After a virtual switch is created, you can adjust the number of ports to 8, 24, 56, 120, 248, 504, 1016, 2040, or 4088. These are the values that are reflected in the vSphere Client. But, as noted, there are 8 ports reserved, and therefore the command line will show 16, 32, 64, 128, 256, 512, 1024, 2048, and 4096 ports for virtual switches.

 

Changing the number of ports in a virtual switch requires a reboot of the ESXi host on which the vSwitch was altered.

 




 

 
 


Spanning Tree Protocol

 

In physical switches, Spanning Tree Protocol (STP) offers redundancy for paths and prevents loops in the network topology by locking redundant paths in a standby state. Only when a path is no longer available will STP activate the standby path.

 




 

It is possible to link vSwitches together using a VM with Layer 2 bridging software and multiple virtual NICs, but this is not an accidental configuration and would require some effort to establish.
 

Some other differences of vSwitches from physical switches include the following:
 

 

 
	A vSwitch authoritatively knows the MAC addresses of the VMs connected to that vSwitch, so there is no need to learn MAC addresses from the network.
 

 
	Traffic received by a vSwitch on one uplink is never forwarded out another uplink. This is yet another reason why vSwitches do not run STP.
 

 
	A vSwitch does not need to perform Internet Group Management Protocol (IGMP) snooping because it knows the multicast interests of the VMs attached to that vSwitch.
 


 

As you can see from this list of differences, you simply can’t use virtual switches in the same way you can use physical switches. You can’t use a virtual switch as a transit path between two physical switches, for example, because traffic received on one uplink won’t be forwarded out another uplink.
 

With this basic understanding of how vSwitches work, let’s now take a closer look at ports and port groups.
 

Understanding Ports and Port Groups
 

As described previously in this chapter, a vSwitch allows several different types of communication, including communication to and from the VMkernel and between VMs. To help distinguish between these different types of communication, ESXi uses ports and port groups. A vSwitch without any ports or port groups is like a physical switch that has no physical ports; there is no way to connect anything to the switch, and it is, therefore, useless.
 

Port groups differentiate between the types of traffic passing through a vSwitch, and they also operate as a boundary for communication and/or security policy configuration. Figure 5.3 and Figure 5.4 show the two different types of ports and port groups that you can configure on a vSwitch:
 

 

 
	VMkernel port
 

 
	VM port group
 


 


Figure 5.3 Virtual switches can contain two connection types: VMkernel port and VM port group.
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Figure 5.4 You can create virtual switches with both connection types on the same switch.
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Because a vSwitch cannot be used in any way without at least one port or port group, you’ll see that the vSphere Client combines the creation of new vSwitches with the creation of new ports or port groups.
 

As shown in Figure 5.2, though, ports and port groups are only part of the overall solution. The uplinks are the other part of the solution that you need to consider because they provide external network connectivity to the vSwitches.
 

Understanding Uplinks
 

Although a vSwitch provides for communication between VMs connected to the vSwitch, it cannot communicate with the physical network without uplinks. Just as a physical switch must be connected to other switches in order to provide communication across the network, vSwitches must be connected to the ESXi host’s physical NICs as uplinks in order to communicate with the rest of the network.
 

Unlike ports and port groups, uplinks aren’t necessarily required in order for a vSwitch to function. Physical systems connected to an isolated physical switch that has no uplinks to other physical switches in the network can still communicate with each other — just not with any other systems that are not connected to the same isolated switch. Similarly, VMs connected to a vSwitch without any uplinks can communicate with each other but cannot communicate with VMs on other vSwitches or physical systems.
 

This sort of configuration is known as an internal-only vSwitch. It can be useful to allow VMs to communicate with each other but not with any other systems. VMs that communicate through an internal-only vSwitch do not pass any traffic through a physical adapter on the ESXi host. As shown in Figure 5.5, communication between VMs connected to an internal-only vSwitch takes place entirely in the software and happens at whatever speed the VMkernel can perform the task.
 


No Uplink, No vMotion

 

VMs connected to an internal-only vSwitch are not vMotion capable. However, if the VM is disconnected from the internal-only vSwitch, a warning will be provided, but vMotion will succeed if all other requirements have been met. The requirements for vMotion are covered in Chapter 12, “Balancing Resource Utilization.”

 




 


Figure 5.5 VMs communicating through an internal-only vSwitch do not pass any traffic through a physical adapter.
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For VMs to communicate with resources beyond the VMs hosted on the local ESXi host, a vSwitch must be configured to use at least one physical network adapter, or uplink. A vSwitch can be bound to a single network adapter or bound to two or more network adapters.
 

A vSwitch bound to at least one physical network adapter allows VMs to establish communication with physical servers on the network or with VMs on other ESXi hosts. That’s assuming, of course, that the VMs on the other ESXi hosts are connected to a vSwitch that is bound to at least one physical network adapter. Just like a physical network, a virtual network requires connectivity from end to end. Figure 5.6 shows the communication path for VMs connected to a vSwitch bound to a physical network adapter. In the diagram, when vm1 on pod-1-blade-5 needs to communicate with vm2 on pod-1-blade-8, the traffic from the VM passes through vSwitch0 (via a VM port group) to the physical network adapter to which the vSwitch is bound. From the physical network adapter, the traffic will reach the physical switch (PhySw1). The physical switch (PhySw1) passes the traffic to the second physical switch (PhySw2), which will pass the traffic through the physical network adapter associated with the vSwitch on pod-1-blade-8. In the last stage of the communication, the vSwitch will pass the traffic to the destination virtual machine vm2.
 


Figure 5.6 A vSwitch with a single network adapter allows VMs to communicate with physical servers and other VMs on the network.
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The vSwitch associated with a physical network adapter provides VMs with the amount of bandwidth the physical adapter is configured to support. All the VMs will share this bandwidth when communicating with physical machines or VMs on other ESXi hosts. In this way, a vSwitch is once again similar to a physical switch. For example, a vSwitch bound to a network adapter with a 1 Gbps maximum speed will provide up to 1 Gbps of bandwidth for the VMs connected to it; similarly, a physical switch with a 1 Gbps uplink to another physical switch provides up to 1 Gbps of bandwidth between the two switches for systems attached to the physical switches.
 

A vSwitch can also be bound to multiple physical network adapters. In this configuration, the vSwitch is sometimes referred to as a NIC team, but in this book I’ll use the term NIC team or NIC teaming to refer specifically to the grouping of network connections together, not to refer to a vSwitch with multiple uplinks.
 


Uplink Limits

 

Although a single vSwitch can be associated with multiple physical adapters as in a NIC team, a single physical adapter cannot be associated with multiple vSwitches. ESXi hosts can have up to 32 e1000 network adapters, 32 Broadcom TG3 Gigabit Ethernet network ports, or 16 Broadcom BNX2 Gigabit Ethernet network ports. ESXi hosts support up to four 10 Gigabit Ethernet adapters.

 




 

Figure 5.7 and Figure 5.8 show a vSwitch bound to multiple physical network adapters. A vSwitch can have a maximum of 32 uplinks. In other words, a single vSwitch can use up to 32 physical network adapters to send and receive traffic from the physical switches. Binding multiple physical NICs to a vSwitch offers the advantage of redundancy and load distribution. In the section “Configuring NIC Teaming,” you’ll dig deeper into the configuration and workings of this sort of vSwitch configuration.
 


Figure 5.7 A vSwitch using NIC teaming has multiple available adapters for data transfer. NIC teaming offers redundancy and load distribution.
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Figure 5.8 Virtual switches using NIC teaming are identified by the multiple physical network adapters assigned to the vSwitch.
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So, we’ve examined vSwitches, ports and port groups, and uplinks, and you should have a basic understanding of how these pieces begin to fit together to build a virtual network. The next step is to delve deeper into the configuration of the various types of ports and port groups, because they are so essential to virtual networking. I’ll start with a discussion on management networking.
 

Configuring Management Networking
 

Management traffic is a special type of network traffic that runs across a VMkernel port. VMkernel ports provide network access for the VMkernel’s TCP/IP stack, which is separate and independent from the network traffic generated by VMs. The ESXi management network, however, is treated a bit differently than “regular” VMkernel traffic in two ways:
 

 

 
	First, the ESXi management network is automatically created when you install ESXi. In order for the ESXi host to be reachable across the network, it must have a management network configured and working. So, the ESXi installer automatically sets up an ESXi management network.
 

 
	Second, the Direct Console User Interface (DCUI) — the user interface that exists when working at the physical console of a server running ESXi — provides a mechanism for configuring or reconfiguring the management network but not any other forms of networking on that host.
 


 

Although the vSphere Client offers an option to enable management traffic when configuring networking, as you can see in Figure 5.9, it’s unlikely that you’ll use this option very often. After all, in order to use this option to configure management networking from within the vSphere Client, the ESXi host must already have functional management networking in place (vCenter Server communicates with ESXi over the management network). You might use this option if you were creating additional management interfaces. To create additional management network interfaces, you would use the procedure described later (in the section “Configuring VMkernel Networking”) for creating VMkernel ports using the vSphere Client, simply enabling the Use This Port Group For Management Traffic option while creating the VMkernel port.
 


Figure 5.9 The vSphere Client offers a way to enable management networking when configuring networking.
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In the event that the ESXi host is unreachable — and therefore cannot be configured using the vSphere Client — you’ll need to use the DCUI to configure the management network.
 

Perform the following steps to configure the ESXi management network using the DCUI:
 


1. At the server’s physical console or using a remote console utility such as the HP iLO, press F2 to enter the System Customization menu.


If prompted to log in, enter the appropriate credentials.

 

2. Use the arrow keys to highlight the Configure Management Network option, as shown in Figure 5.10, and press Enter.


3. From the Configure Management Network menu, select the appropriate option for configuring ESXi management networking, as shown in Figure 5.11.


You cannot create additional management network interfaces from here; you can only modify the existing management network interface.

 

4. When finished, follow the screen prompts to exit the management networking configuration.


If prompted to restart the management networking, select Yes; otherwise, restart the management networking from the System Customization menu, as shown in Figure 5.12.

 



 


Figure 5.10 To configure ESXi’s equivalent of the Service Console port, use the Configure Management Network option in the System Customization menu.
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Figure 5.11 From the Configure Management Network menu, users can modify assigned network adapters, change the VLAN ID, or alter the IP configuration.
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Figure 5.12 The Restart Management Network option restarts ESXi’s management networking and applies any changes that were made.
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In looking at Figure 5.10 and Figure 5.12, you’ll also see options for testing the management network, which lets you be sure that the management network is configured correctly. This is invaluable if you are unsure of the VLAN ID or network adapters that you should use.
 

I also want to point out the Restore Network Settings option, shown in Figure 5.13. This restores the network configuration to a management-enabled VMkernel port with a single uplink on a single vSwitch — a handy option if you’re working with vSphere Distributed Switches (a topic I tackle later in this chapter).
 


Figure 5.13 Use the Restore Network Settings option to revert to an “out of the box” network configuration.
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Let’s expand our discussion of VMkernel networking away from just management traffic and take a closer look at the other types of VMkernel traffic, as well as how to create and configure VMkernel ports.
 

Configuring VMkernel Networking
 

VMkernel networking carries management traffic, but it also carries all other forms of traffic that originate with the ESXi host itself (i.e., any traffic that isn’t generated by VMs running on that ESXi host). As shown in Figure 5.14 and Figure 5.15, VMkernel ports are used for vMotion, iSCSI, NAS/NFS access, and vSphere FT. With ESXi, VMkernel ports are also used for management. In Chapter 6 I detail the iSCSI and NAS/NFS configurations; in Chapter 12 I provide details of the vMotion process and how vSphere FT works. These discussions provide insight into the traffic flow between VMkernel and storage devices (iSCSI/NFS) or other ESXi hosts (for vMotion or vSphere FT). At this point, you should be concerned only with configuring VMkernel networking.
 


Figure 5.14 A VMkernel port is associated with an interface and assigned an IP address for accessing iSCSI or NFS storage devices or for performing vMotion with other ESXi hosts.
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Figure 5.15 The port labels for VMkernel ports should be as descriptive as possible.
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A VMkernel port actually comprises two different components: a port on a vSwitch and a VMkernel network interface, also known as a vmknic. Creating a VMkernel port using the vSphere Client combines the task of creating the port group and the VMkernel NIC.
 

Perform the following steps to add a VMkernel port to an existing vSwitch using the vSphere Client:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then choose Networking from the Hardware menu.


3. Click Properties for the virtual switch to host the new VMkernel port.


4. Click the Add button, select the VMkernel radio button option, and click Next.


5. Type the name of the port in the Network Label text box.


6. If necessary, specify the VLAN ID for the VMkernel port.


7. Select the various functions that will be enabled on this VMkernel port, and then click Next. For a VMkernel port that will be used only for iSCSI or NAS/NFS traffic, all check boxes should be deselected, as shown in Figure 5.16.


Select Use This Port Group For vMotion if this VMkernel port will host vMotion traffic; otherwise, leave the check box deselected.

 

Similarly, select the Use This Port Group For Fault Tolerance Logging check box if this VMkernel port will be used for vSphere FT traffic. Select Use This Port Group For Management Traffic if you want to create an additional management interface.

 

8. Enter an IP address for the VMkernel port. Ensure the IP address is a valid IP address for the network to which the physical NIC is connected. You do not need to provide a default gateway if the VMkernel does not need to reach remote subnets.


9. Click Next to review the configuration summary, and then click Finish.




 


Figure 5.16 VMkernel ports can carry IP-based storage traffic, Fault Tolerance logging traffic, or management traffic.
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After you complete these steps, you can use the vicfg-vswitch command — either from an instance of the vSphere Management Assistant or from a system with the vSphere CLI installed — which shows the new VMkernel port, and the vicfg-vmknic command, which shows the new VMkernel NIC that was created:
 


 

esxcfg-vmknic --list



 



 

To help illustrate the different parts — the VMkernel port and the VMkernel NIC, or vmknic — that are created during this process, let’s again walk through the steps for creating a VMkernel port using the vSphere Management Assistant.
 

Perform the following steps to create a VMkernel port on an existing vSwitch using the command line:
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to the vSphere Management Assistant.


2. Enter the following command to add a port group named VMkernel to vSwitch0:



 

vicfg-vswitch --server <vCenter host name> --vihost <ESXi host name> --username <vCenter administrative user> -A VMkernel vSwitch0



 



 

3. Use the vicfg-vswitch command to list the vSwitch and the port groups. Note that the port group exists, but nothing has been connected to it (the Used Ports column shows 0).



 

vicfg-vswitch --server <vCenter host name> --vihost <ESXi host name> --username <vCenter administrative user> --list



 



 

4. Enter the following command to assign an IP address and subnet mask to the VMkernel port created in the previous step:



 

vicfg-vmknic --server <vCenter host name> --vihost <ESXi host name> --username <vCenter administrative user> -a -i 172.30.0.114 -n 255.255.255.0 VMkernel



 



 

5. Repeat the command from step 3 again, noting now how the Used Ports column has incremented to 1.


This indicates that a vmknic has been connected to a virtual port on the port group. Figure 5.17 shows the output of the vicfg-vswitch command after completing step 4.

 



 


Figure 5.17 Using the CLI helps drive home the fact that the port group and the VMkernel port are separate objects.
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Aside from the default ports required for the management network, no VMkernel ports are created during the installation of ESXi, so all the non-management VMkernel ports that may be required in your environment will need to be created, either using the vSphere Client or via CLI using the vSphere CLI or the vSphere Management Assistant.
 

Only one type of port or port group remains, and that is a VM port group.
 

Configuring VM Networking
 

The second type (or port group) to discuss is the VM port group. The VM port group is quite different from a VMkernel port. Both of the other ports have a one-to-one relationship with an interface: each VMkernel NIC, or vmknic, requires a matching VMkernel port on a vSwitch. In addition, these interfaces require IP addresses that are used for management or VMkernel network access.
 

A VM port group, on the other hand, does not have a one-to-one relationship, and it does not require an IP address. For a moment, forget about vSwitches and consider standard physical switches. When you install or add an unmanaged physical switch into your network environment, that physical switch does not require an IP address: you simply install the switches and plug in the appropriate uplinks that will connect them to the rest of the network.
 

A vSwitch created with a VM port group is really no different. A vSwitch with a VM port group acts just like an additional unmanaged physical switch. You need only plug in the appropriate uplinks — physical network adapters, in this case — that will connect that vSwitch to the rest of the network. As with an unmanaged physical switch, an IP address does not need to be configured for a VM port group to combine the ports of a vSwitch with those of a physical switch. Figure 5.18 shows the switch-to-switch connection between a vSwitch and a physical switch.
 


Figure 5.18 A vSwitch with a VM port group uses an associated physical network adapter to establish a switch-to-switch connection with a physical switch.
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Perform the following steps to create a vSwitch with a VM port group using the vSphere Client:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click Add Networking to start the Add Network Wizard.


4. Select the Virtual Machine radio button, and click Next.


5. Because you are creating a new vSwitch, select the check box that corresponds to the network adapter to be assigned to the new vSwitch.


Be sure to select the NIC connected to the switch that can carry the appropriate traffic for your VMs.

 

6. Type the name of the VM port group in the Network Label text box.


7. Specify a VLAN ID, if necessary, and click Next.


8. Click Next to review the virtual switch configuration, and then click Finish.




 

If you are a command-line junkie, you can create a VM port group from the vSphere CLI as well. You can probably guess the commands that are involved from the previous examples, but I’ll walk you through the process anyway.
 

Perform the following steps to create a vSwitch with a VM port group using the command line:
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to a running instance of the vSphere Management Assistant.


2. Enter the following command to add a virtual switch named vSwitch1:



 

vicfg-vswitch --server <vCenter host name> --vihost <ESXi host name> --username <vCenter administrative user> -a vSwitch1



 



 

3. Enter the following command to bind the physical NIC vmnic1 to vSwitch1:



 

vicfg-vswitch --server <vCenter host name> --vihost <ESXi host name> --username <vCenter administrative user> -L vmnic1 vSwitch1



 



 

By binding a physical NIC to the vSwitch, you provide network connectivity to the rest of the network for VMs connected to this vSwitch. Again, remember that you can assign a physical NIC to only one vSwitch at a time.

 

4. Enter the following command to create a VM port group named ProductionLAN on vSwitch1:



 

vicfg-vswitch --server <vCenter host name> --vihost <ESXi host name> --username <vCenter administrative user> -A ProductionLAN vSwitch1



 



 



 

Of the different connection types — VMkernel ports and VM port groups — vSphere administrators will spend most of their time creating, modifying, managing, and removing VM port groups.
 


Ports and Port Groups on a Virtual Switch

 

A vSwitch can consist of multiple connection types, or each connection type can be created in its own vSwitch.

 




 

Configuring VLANs
 

Several times so far we’ve referenced the use of the VLAN ID when configuring a VMkernel port and a VM port group. As defined previously in this chapter, a virtual LAN (VLAN) is a logical LAN that provides efficient segmentation, security, and broadcast control while allowing traffic to share the same physical LAN segments or same physical switches. Figure 5.19 shows a typical VLAN configuration across physical switches.
 


Figure 5.19 Virtual LANs provide secure traffic segmentation without the cost of additional hardware.
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VLANs utilize the IEEE 802.1Q standard for tagging, or marking, traffic as belonging to a particular VLAN. The VLAN tag, also known as the VLAN ID, is a numeric value between 1 and 4094, and it uniquely identifies that VLAN across the network. Physical switches such as the ones depicted in Figure 5.19 must be configured with ports to trunk the VLANs across the switches. These ports are known as trunk (or trunking) ports. Ports not configured to trunk VLANs are known as access ports and can carry traffic only for a single VLAN at a time.
 


Using VLAN ID 4095

 

Normally the VLAN ID will range from 1 to 4094. In the ESXi environment, however, a VLAN ID of 4095 is also valid. Using this VLAN ID with ESXi causes the VLAN tagging information to be passed through the vSwitch all the way up to the guest OS. This is called virtual guest tagging (VGT) and is useful only for guest OSes that support and understand VLAN tags.

 




 

VLANs are an important part of ESXi networking because of the impact they have on the number of vSwitches and uplinks that are required. Consider this:
 

 

 
	The management network needs access to the network segment carrying management traffic.
 

 
	Other VMkernel ports, depending upon their purpose, may need access to an isolated vMotion segment or the network segment carrying iSCSI and NAS/NFS traffic.
 

 
	VM port groups need access to whatever network segments are applicable for the VMs running on the ESXi hosts.
 


 

Without VLANs, this configuration would require three or more separate vSwitches, each bound to a different physical adapter, and each physical adapter would need to be physically connected to the correct network segment, as illustrated in Figure 5.20.
 


Figure 5.20 Supporting multiple networks without VLANs can increase the number of vSwitches and uplinks that are required.
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Add in an IP-based storage network and a few more VM networks that need to be supported, and the number of required vSwitches and uplinks quickly grows. And this doesn’t even take uplink redundancy, for example NIC teaming, into account!
 

VLANs are the answer to this dilemma. Figure 5.21 shows the same network as in Figure 5.20, but with VLANs this time.
 


Figure 5.21 VLANs can reduce the number of vSwitches and uplinks required.
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While the reduction from Figure 5.20 to Figure 5.21 is only a single vSwitch and a single uplink, you can easily add more VM networks to the configuration in Figure 5.21 by simply adding another port group with another VLAN ID. Blade servers provide an excellent example of when VLANs offer tremendous benefit. Because of the small form factor of the blade casing, blade servers have historically offered limited expansion slots for physical network adapters. VLANs allow these blade servers to support more networks than they would be able to otherwise.
 


No VLAN Needed

 

Virtual switches in the VMkernel do not need VLANs if an ESXi host has enough physical network adapters to connect to each of the different network segments. However, VLANs provide added flexibility in adapting to future network changes, so the use of VLANs where possible is recommended.

 




 

As shown in Figure 5.21, VLANs are handled by configuring different port groups within a vSwitch. The relationship between VLANs and port groups is not a one-to-one relationship; a port group can be associated with only one VLAN at a time, but multiple port groups can be associated with a single VLAN. Later in this chapter when I discuss security settings (in the section “Configuring Virtual Switch Security”), you’ll see some examples of when you might have multiple port groups associated with a single VLAN.
 

To make VLANs work properly with a port group, the uplinks for that vSwitch must be connected to a physical switch port configured as a trunk port. A trunk port understands how to pass traffic from multiple VLANs simultaneously while also preserving the VLAN IDs on the traffic. Figure 5.22 shows a snippet of configuration from a Cisco Catalyst 3560G switch for a couple of ports configured as trunk ports.
 


The Native VLAN

 

In Figure 5.22, you might notice the switchport trunk native vlan 999 command. The default native VLAN is VLAN ID 1. If you need to pass traffic on VLAN 1 to the ESXi hosts, you should designate another VLAN as the native VLAN using this command. I recommend creating a dummy VLAN, like 999, and setting that as the native VLAN. This ensures that all VLANs will be tagged with the VLAN ID as they pass into the ESXi hosts.

 




 


Figure 5.22 The physical switch ports must be configured as trunk ports in order to pass the VLAN information to the ESXi hosts for the port groups to use.
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When the physical switch ports are correctly configured as trunk ports, the physical switch passes the VLAN tags up to the ESXi server, where the vSwitch tries to direct the traffic to a port group with that VLAN ID configured. If there is no port group configured with that VLAN ID, the traffic is discarded.
 

Perform the following steps to configure a VM port group using VLAN ID 31:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click the Properties link for the vSwitch where the new port group should be created.


4. Click the Add button, select the Virtual Machine radio button, and then click Next.


5. Type the name of the VM port group in the Network Label text box.


Embedding the VLAN ID and a brief description into the name of the port group is strongly recommended, so typing something like VLANXXX-NetworkDescription would be appropriate, where XXX represents the VLAN ID.

 

6. Type 31 in the VLAN ID (Optional) text box, as shown in Figure 5.23.


You will want to substitute a value that is correct for your network here.

 

7. Click Next to review the vSwitch configuration, and then click Finish.




 


Figure 5.23 You must specify the correct VLAN ID in order for a port group to receive traffic intended for a particular VLAN.
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As you’ve probably gathered by now, you can also use the vicfg-vswitch command from the vSphere CLI to create or modify the VLAN settings for ports or port groups. I won’t go through the steps here, because the commands are extremely similar to what I’ve shown you already.
 

Although VLANs reduce the costs of constructing multiple logical subnets, keep in mind that VLANs do not address traffic constraints. Although VLANs logically separate network segments, all the traffic still runs on the same physical network underneath. For bandwidth-intensive network operations, the disadvantage of the shared physical network might outweigh the scalability and cost savings of a VLAN.
 


Controlling the VLANs Passed across a VLAN Trunk

 

You might see the switchport trunk allowed vlan command in some Cisco switch configurations as well. This command allows you to control what VLANs are passed across the VLAN trunk to the device at the other end of the link — in this case, an ESXi host. You will need to ensure that all the VLANs that are defined on the vSwitches are also included in the switchport trunk allowed vlan command, or else those VLANs not included in the command won’t work.

 




 

Configuring NIC Teaming
 

We know that in order for a vSwitch and its associated ports or port groups to communicate with other ESXi hosts or with physical systems, the vSwitch must have at least one uplink. An uplink is a physical network adapter that is bound to the vSwitch and connected to a physical network switch. With the uplink connected to the physical network, there is connectivity for the VMkernel and the VMs connected to that vSwitch. But what happens when that physical network adapter fails, when the cable connecting that uplink to the physical network fails, or the upstream physical switch to which that uplink is connected fails? With a single uplink, network connectivity to the entire vSwitch and all of its ports or port groups is lost. This is where NIC teaming comes in.
 

NIC teaming involves connecting multiple physical network adapters to single vSwitch. NIC teaming provides redundancy and load balancing of network communications to the VMkernel and VMs.
 

Figure 5.24 illustrates NIC teaming conceptually. Both of the vSwitches have two uplinks, and each of the uplinks connects to a different physical switch. Note that NIC teaming supports all the different connection types, so it can be used with ESXi management networking, VMkernel networking, and networking for VMs.
 


Figure 5.24 Virtual switches with multiple uplinks offer redundancy and load balancing.
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Figure 5.25 shows what NIC teaming looks like from within the vSphere Client. In this example, the vSwitch is configured with an association to multiple physical network adapters (uplinks). As mentioned in the previous section, the ESXi host can have a maximum of 32 uplinks; these uplinks can be spread across multiple vSwitches or all tossed into a NIC team on one vSwitch. Remember that you can connect a physical NIC to only one vSwitch at a time.
 


Figure 5.25 The vSphere Client shows when multiple physical network adapters are associated to a vSwitch using NIC teaming.
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Building a functional NIC team requires that all uplinks be connected to physical switches in the same broadcast domain. If VLANs are used, then all the switches should be configured for VLAN trunking, and the appropriate subset of VLANs must be allowed across the VLAN trunk. In a Cisco switch, this is typically controlled with the switchport trunk allowed vlan statement.
 

In Figure 5.26, the NIC team for vSwitch0 will work, because both of the physical switches share VLAN100 and are therefore in the same broadcast domain. The NIC team for vSwitch1, however, will not work because the physical network adapters do not share a common broadcast domain.
 


Constructing NIC Teams

 

NIC teams should be built on physical network adapters located on separate bus architectures. For example, if an ESXi host contains two onboard network adapters and a PCI Express–based quad-port network adapter, a NIC team should be constructed using one onboard network adapter and one network adapter on the PCI bus. This design eliminates a single point of failure.

 




 


Figure 5.26 All the physical network adapters in a NIC team must belong to the same Layer 2 broadcast domain.
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Perform the following steps to create a NIC team with an existing vSwitch using the vSphere Client:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click Properties for the virtual switch that will be assigned a NIC team, and select the Network Adapters tab.


4. Click Add and select the appropriate adapter from the Unclaimed Adapters list, as shown in Figure 5.27. Click Next.


5. Adjust the Policy Failover Order as needed to support an active/standby configuration.


6. Review the summary of the virtual switch configuration, click Next, and then click Finish.




 


Figure 5.27 Create a NIC team using unclaimed network adapters that belong to the same Layer 2 broadcast domain as the original adapter.
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After a NIC team is established for a vSwitch, ESXi can then perform load balancing for that vSwitch. The load-balancing feature of NIC teaming does not function like the load-balancing feature of advanced routing protocols. Load balancing across a NIC team is not a product of identifying the amount of traffic transmitted through a network adapter and shifting traffic to equalize data flow through all available adapters. The load-balancing algorithm for NIC teams in a vSwitch is a balance of the number of connections — not the amount of traffic. NIC teams on a vSwitch can be configured with one of the following four load-balancing policies:
 

 

 
	vSwitch port-based load balancing (default)
 

 
	Source MAC-based load balancing
 

 
	IP hash-based load balancing
 

 
	Explicit failover order
 


 

The last option, explicit failover order, isn’t really a “load-balancing” policy; instead, it uses the user-specific failover order. More information on the failover order is provided in the section “Configuring Failover Detection and Failover Policy.”
 


Outbound Load Balancing

 

The load-balancing feature of NIC teams on a vSwitch applies only to the outbound traffic.

 




 

Reviewing Virtual Switch Port-Based Load Balancing
 

The vSwitch port-based load-balancing policy that is used by default uses an algorithm that ties (or pins) each virtual switch port to a specific uplink associated with the vSwitch. The algorithm attempts to maintain an equal number of port-to-uplink assignments across all uplinks to achieve load balancing. As shown in Figure 5.28, this policy setting ensures that traffic from a specific virtual network adapter connected to a virtual switch port will consistently use the same physical network adapter. In the event that one of the uplinks fails, the traffic from the failed uplink will failover to another physical network adapter.
 


Figure 5.28 The vSwitch port-based load-balancing policy assigns each virtual switch port to a specific uplink. Failover to another uplink occurs when one of the physical network adapters experiences failure.
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You can see how this policy does not provide dynamic load balancing but does provide redundancy. Because the port to which a VM is connected does not change, each VM is tied to a physical network adapter until failover occurs regardless of the amount of network traffic that is generated. Looking at Figure 5.28, imagine that the Linux VM and the Windows VM on the far left are the two most network-intensive VMs. In this case, the vSwitch port-based policy has assigned both of the ports used by these VMs to the same physical network adapter. This could create a situation in which one physical network adapter is much more heavily utilized than some of the other network adapters in the NIC team.
 

The physical switch passing the traffic learns the port association and therefore sends replies back through the same physical network adapter from which the request initiated. The vSwitch port-based policy is best used when the number of virtual network adapters is greater than the number of physical network adapters. In the case where there are fewer virtual network adapters than physical adapters, some physical adapters will not be used. For example, if five VMs are connected to a vSwitch with six uplinks, only five vSwitch ports will be assigned to exactly five uplinks, leaving one uplink with no traffic to process.
 

Reviewing Source MAC-Based Load Balancing
 

The second load-balancing policy available for a NIC team is the source MAC-based policy, shown in Figure 5.29. This policy is susceptible to the same pitfalls as the vSwitch port-based policy simply because the static nature of the source MAC address is the same as the static nature of a vSwitch port assignment. Like the vSwitch port-based policy, the source MAC-based policy is best used when the number of virtual network adapters exceeds the number of physical network adapters. In addition, VMs are still not capable of using multiple physical adapters unless configured with multiple virtual network adapters. Multiple virtual network adapters inside the guest OS of a VM will provide multiple source MAC addresses and therefore offer an opportunity to use multiple physical network adapters.
 


Virtual Switch to Physical Switch

 

To eliminate a single point of failure, you can connect the physical network adapters in NIC teams set to use the vSwitch port-based or source MAC-based load-balancing policies to different physical switches; however, the physical switches must belong to the same Layer 2 broadcast domain. Link aggregation using 802.3ad teaming is not supported with either of these load-balancing policies.

 




 


Figure 5.29 The source MAC-based load-balancing policy, as the name suggests, ties a virtual network adapter to a physical network adapter based on the MAC address.
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Reviewing IP Hash-Based Load Balancing
 

The third load-balancing policy available for NIC teams is the IP hash-based policy, also called the out-IP policy. This policy, shown in Figure 5.30, addresses the limitation of the other two policies that prevents a VM from accessing two physical network adapters without having two virtual network adapters. The IP hash-based policy uses the source and destination IP addresses to calculate a hash. The hash determines the physical network adapter to use for communication. Different combinations of source and destination IP addresses will, quite naturally, produce different hashes. Based on the hash, then, this algorithm could allow a single VM to communicate over different physical network adapters when communicating with different destinations, assuming that the calculated hashes lead to the selection of a different physical NIC.
 


Balancing for Large Data Transfers

 

Although the IP hash-based load-balancing policy can more evenly spread the transfer traffic for a single VM, it does not provide a benefit for large data transfers occurring between the same source and destination systems. Because the source-destination hash will be the same for the duration of the data load, it will flow through only a single physical network adapter.

 




 


Figure 5.30 The IP hash-based policy is a more scalable load-balancing policy that allows VMs to use more than one physical network adapter when communicating with multiple destination hosts.
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Unless the physical hardware supports it, a vSwitch with the NIC teaming load-balancing policy set to use the IP-based hash must have all physical network adapters connected to the same physical switch. Some newer switches support link aggregation across physical switches, but otherwise all the physical network adapters will need to connect to the same switch. In addition, the switch must be configured for link aggregation. ESXi supports standard 802.3ad teaming in static (manual) mode — sometimes referred to as EtherChannel in Cisco networking environments — but does not support the Link Aggregation Control Protocol (LACP) or Port Aggregation Protocol (PAgP) commonly found on switch devices. Link aggregation will increase throughput by combining the bandwidth of multiple physical network adapters for use by a single virtual network adapter of a VM.
 

Another consideration to point out when using IP hash-based load balancing policy is that all physical NICs must be set to active instead of configuring some as active and some as passive. This is due to the nature of how IP hash-based load balancing works between the virtual switch and the physical switch.
 

Figure 5.31 shows a snippet of the configuration of a Cisco switch configured for link aggregation.
 


Figure 5.31 The physical switches must be configured to support the IP hash-based load-balancing policy.
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Perform the following steps to alter the NIC teaming load-balancing policy of a vSwitch:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click the Properties for the virtual switch, select the name of virtual switch from the Configuration list, and then click the Edit button.


4. Select the NIC Teaming tab, and then select the desired load-balancing strategy from the Load Balancing drop-down list, as shown in Figure 5.32.



Figure 5.32 Select the load-balancing policy for a vSwitch on the NIC Teaming tab.
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5. Click OK and then click Close.




 

Now that I’ve explained the load-balancing policies — with the exception of explicit failover order, which I’ll discuss in the next section — let’s take a deeper look at the failover and failback of uplinks in a NIC team. There are two parts to consider: failover detection and failover policy.
 

Configuring Failover Detection and Failover Policy
 

Failover detection with NIC teaming can be configured to use either a link status method or a beacon-probing method.
 

The link status failover-detection method works just as the name suggests. Failure of an uplink is identified by the link status provided by the physical network adapter. In this case, failure is identified for events like removed cables or power failures on a physical switch. The downside to the link status failover-detection setting is its inability to identify misconfigurations or pulled cables that connect the switch to other networking devices (for example, a cable connecting one switch to an upstream switch.)
 


Other Ways of Detecting Upstream Failures

 

Some network switch manufacturers have also added features into their network switches that assist in the task of detecting upstream network failures. In the Cisco product line, for example, there is a feature known as link state tracking that enables the switch to detect when an upstream port has gone down and react accordingly. This feature can reduce or even eliminate the need for beacon probing.

 




 

The beacon-probing failover-detection setting, which includes link status as well, sends Ethernet broadcast frames across all physical network adapters in the NIC team. These broadcast frames allow the vSwitch to detect upstream network connection failures and will force failover when Spanning Tree Protocol blocks ports, when ports are configured with the wrong VLAN, or when a switch-to-switch connection has failed. When a beacon is not returned on a physical network adapter, the vSwitch triggers the failover notice and reroutes the traffic from the failed network adapter through another available network adapter based on the failover policy.
 

Consider a vSwitch with a NIC team consisting of three physical network adapters, where each adapter is connected to a different physical switch and each physical switch is connected to a single physical switch, which is then connected to an upstream switch, as shown in Figure 5.33. When the NIC team is set to the beacon-probing failover-detection method, a beacon will be sent out over all three uplinks.
 


Figure 5.33 The beacon-probing failover-detection policy sends beacons out across the physical network adapters of a NIC team to identify upstream network failures or switch misconfigurations.
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After a failure is detected, either via link status or beacon probing, a failover will occur. Traffic from any VMs or VMkernel ports is rerouted to another member of the NIC team. Exactly which member that might be, though, depends primarily on the configured failover order.
 

Figure 5.34 shows the failover order configuration for a vSwitch with two adapters in a NIC team. In this configuration, both adapters are configured as active adapters, and either or both adapters may be used at any given time to handle traffic for this vSwitch and all its associated ports or port groups.
 


Figure 5.34 The failover order helps determine how adapters in a NIC team are used when a failover occurs.
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Now look at Figure 5.35. This figure shows a vSwitch with three physical network adapters in a NIC team. In this configuration, one of the adapters is configured as a standby adapter. Any adapters listed as standby adapters will not be used until a failure occurs on one of the active adapters, at which time the standby adapters activate in the order listed.
 


Figure 5.35 Standby adapters automatically activate when an active adapter fails.
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Now take a quick look back at Figure 5.32. You’ll see an option there labeled Use Explicit Failover Order. This is the explicit failover order policy that I mentioned toward the beginning of the “Configuring NIC Teaming” section. If you select that option instead of one of the other load-balancing options, then traffic will move to the next available uplink in the list of active adapters. If no active adapters are available, then traffic will move down the list to the standby adapters. Just as the name of the option implies, ESXi will use the order of the adapters in the failover order to determine how traffic will be placed on the physical network adapters. Because this option does not perform any sort of load balancing whatsoever, it’s generally not recommended, and one of the other options is used instead.
 

The Failback option controls how ESXi will handle a failed network adapter when it recovers from failure. The default setting, Yes, as shown in Figure 5.36, indicates the adapter will be returned to active duty immediately upon recovery, and it will replace any standby adapter that may have taken its place during the failure. Setting Failback to No means that the recovered adapter remains inactive until another adapter fails, triggering the replacement of the newly failed adapter.
 


Using Failback with VMkernel Ports and IP-Based Storage

 

I recommend setting Failback to No for VMkernel ports you’ve configured for IP-based storage. Otherwise, in the event of a “port-flapping” issue — a situation in which a link may repeatedly go up and down quickly — performance is negatively impacted. Setting Failback to No in this case protects performance in the event of port flapping.

 




 


Figure 5.36 By default, a vSwitch using NIC teaming has Failback enabled (set to Yes).
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Perform the following steps to configure the Failover Order policy for a NIC team:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click Properties for the virtual switch, select the name of virtual switch from the Configuration list, and then click the Edit button.


4. Select the NIC Teaming tab.


5. Use the Move Up and Move Down buttons to adjust the order of the network adapters and their location within the Active Adapters, Standby Adapters, and Unused Adapters lists, as shown in Figure 5.37.



Figure 5.37 Failover order for a NIC team is determined by the order of network adapters as listed in the Active Adapters, Standby Adapters, and Unused Adapters lists.
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6. Click OK, and then click Close.




 

When a failover event occurs on a vSwitch with a NIC team, the vSwitch is obviously aware of the event. The physical switch that the vSwitch is connected to, however, will not know immediately. As shown in Figure 5.38, a vSwitch includes a Notify Switches configuration setting, which, when set to Yes, will allow the physical switch to immediately learn of any of the following changes:
 

 

 
	A VM is powered on (or any other time a client registers itself with the vSwitch)
 

 
	A vMotion occurs
 

 
	A MAC address is changed
 

 
	A NIC team failover or failback has occurred
 


 


Turning Off Notify Switches

 

The Notify Switches option should be set to No when the port group has VMs using Microsoft Network Load Balancing (NLB) in Unicast mode.

 




 


Figure 5.38 The Notify Switches option allows physical switches to be notified of changes in NIC teaming configurations.
 

[image: 5.38]

 

In any of these events, the physical switch is notified of the change using the Reverse Address Resolution Protocol (RARP). RARP updates the lookup tables on the physical switches and offers the shortest latency when a failover event occurs.
 

Although the VMkernel works proactively to keep traffic flowing from the virtual networking components to the physical networking components, VMware recommends taking the following actions to minimize networking delays:
 

 

 
	Disable Port Aggregation Protocol (PAgP) and Link Aggregation Control Protocol (LACP) on the physical switches.
 

 
	Disable Dynamic Trunking Protocol (DTP) or trunk negotiation.
 

 
	Disable Spanning Tree Protocol (STP).
 


 


Virtual Switches with Cisco Switches

 

VMware recommends configuring Cisco devices to use PortFast mode for access ports or PortFast trunk mode for trunk ports.

 




 

Using and Configuring Traffic Shaping
 

By default, all virtual network adapters connected to a vSwitch have access to the full amount of bandwidth on the physical network adapter with which the vSwitch is associated. In other words, if a vSwitch is assigned a 1 Gbps network adapter, then each VM configured to use the vSwitch has access to 1 Gbps of bandwidth. Naturally, if contention becomes a bottleneck hindering VM performance, NIC teaming will help. However, as a complement to NIC teaming, it is also possible to enable and to configure traffic shaping. Traffic shaping involves the establishment of hard-coded limits for peak bandwidth, average bandwidth, and burst size to reduce a VM’s outbound bandwidth capability.
 

As shown in Figure 5.39, the Peak Bandwidth value and the Average Bandwidth value are specified in kilobits per second, and the Burst Size value is configured in units of kilobytes. The value entered for the Average Bandwidth dictates the data transfer per second across the virtual vSwitch. The Peak Bandwidth value identifies the maximum amount of bandwidth a vSwitch can pass without dropping packets. Finally, the Burst Size value defines the maximum amount of data included in a burst. The burst size is a calculation of bandwidth multiplied by time. During periods of high utilization, if a burst exceeds the configured value, packets are dropped in favor of other traffic; however, if the queue for network traffic processing is not full, the packets are retained for transmission at a later time.
 


Traffic Shaping as a Last Resort

 

Use the traffic-shaping feature sparingly. Traffic shaping should be reserved for situations where VMs are competing for bandwidth and the opportunity to add network adapters is removed by limitations in the expansion slots on the physical chassis. With the low cost of network adapters, it is more worthwhile to spend time building vSwitch devices with NIC teams as opposed to cutting the bandwidth available to a set of VMs.

 




 


Figure 5.39 Traffic shaping reduces the outbound bandwidth available to a port group.
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Perform the following steps to configure traffic shaping:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click the Properties for the virtual switch, select the name of the virtual switch or port group from the Configuration list, and then click the Edit button.


4. Select the Traffic Shaping tab.


5. Select the Enabled option from the Status drop-down list.


6. Adjust the Average Bandwidth value to the desired number of kilobits per second.


7. Adjust the Peak Bandwidth value to the desired number of kilobits per second.


8. Adjust the Burst Size value to the desired number of kilobytes.




 

Bringing It All Together
 

By now you’ve seen how all the various components of ESXi virtual networking interact with each other — vSwitches, ports and port groups, uplinks and NIC teams, and VLANs. But how do you assemble all these pieces into a usable whole?
 

The number and the configuration of the vSwitches and port groups are dependent on several factors, including the number of network adapters in the ESXi host, the number of IP subnets, the existence of VLANs, and the number of physical networks. With respect to the configuration of the vSwitches and VM port groups, there is no single correct configuration that will satisfy every scenario. It is true, however, to say that the greater the number of physical network adapters in an ESXi host, the more flexibility you will have in your virtual networking architecture.
 

Later in the chapter I’ll discuss some advanced design factors, but for now let’s stick with some basic design considerations. If the vSwitches created in the VMkernel are not going to be configured with multiple port groups or VLANs, you will be required to create a separate vSwitch for every IP subnet or physical network to which you need to connect. This was illustrated previously in Figure 5.20 in our discussion about VLANs. To really understand this concept, let’s look at two more examples.
 

Figure 5.40 shows a scenario in which there are five IP subnets that your virtual infrastructure components need to reach. The VMs in the production environment must reach the production LAN, the VMs in the test environment must reach the test LAN, the VMkernel needs to access the IP storage and vMotion LANs, and finally the ESXi host must have access to the management LAN. In this scenario, without the use of VLANs and port groups, the ESXi host must have five different vSwitches and five different physical network adapters. (Of course, this doesn’t account for redundancy or NIC teaming for the vSwitches.)
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Why Design It That Way?

 

During the virtual network design process I am often asked a number of different questions, such as why virtual switches should not be created with the largest number of ports to leave room to grow, or why multiple vSwitches should be used instead of a single vSwitch (or vice versa). Some of these questions are easy to answer; others are a matter of experience and, to be honest, personal preference.

 

Consider the question about why vSwitches should not be created with the largest number of ports. As you’ll see in Table 5.1, the maximum number of ports in a virtual switch is 4,088, and the maximum number of ports across all switches on a host is 4,096. This means that if virtual switches are created with the 1,016 ports, only 4 virtual switches can be created. If you’re doing a quick calculation of 1,016 × 4 and realizing it is not 4,096, don’t forget that virtual switches actually have 8 reserved ports, as I pointed out earlier. Therefore, the 1,016-port switch actually has 1,024 ports. Calculate 1,024 × 4, and you will arrive at the 4,096-port maximum for an ESXi host.

 

Other questions aren’t necessarily so clear cut. I have found that using multiple vSwitches can make it easier to shift certain networks to dedicated physical networks; for example, if a customer wants to move their management network to a dedicated physical network for greater security, this is more easily accomplished when using multiple vSwitches instead of a single vSwitch. The same can be said for using VLANs.

 

In the end, though, many areas of virtual networking design are simply areas of personal preference and not technical necessity. Learning to determine which areas are which will go a long way to helping you understand your virtualized networking environment.

 




 


Figure 5.40 Without the use of port groups and VLANs in the vSwitches, each IP subnet will require a separate vSwitch with the appropriate connection type.
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Figure 5.41 shows the same configuration, but this time using VLANs for the Management, vMotion, Production, and Test/Dev networks. The IP storage network is still a physically separate network.
 


Figure 5.41 The use of the physically separate IP storage network limits the reduction in the number of vSwitches and uplinks.
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The configuration in Figure 5.41 still uses five network adapters, but this time you’re able to provide NIC teaming for all the networks except for the IP storage network.
 

If the IP storage network had been configured as a VLAN, the number of vSwitches and uplinks could have been even further reduced. Figure 5.42 shows a possible configuration that would support this sort of scenario.
 


Figure 5.42 With the use of port groups and VLANs in the vSwitches, even fewer vSwitches and uplinks are required.
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This time, you’re able to provide NIC teaming to all the traffic types involved — Management, vMotion, IP storage, and VM traffic — using only a single vSwitch with multiple uplinks.
 

Clearly, there is a tremendous amount of flexibility in how vSwitches, uplinks, and port groups are assembled to create a virtual network capable of supporting your infrastructure. Even given all this flexibility, though, there are limits. Table 5.1 lists some of the limits of ESXi networking.
 


Virtual Switch Configurations: Don’t Go Too Big or Too Small

 

Although you can create a vSwitch with a maximum of 4,088 ports (really 4,096), it is not recommended if you anticipate growth. Because ESXi hosts cannot have more than 4,096 ports, if you create a vSwitch with 4,088 ports, then you are limited to a single vSwitch on that host. With only a single vSwitch, you may not be able to connect to all the networks that you need. In the event you do run out of ports on an ESXi host and need to create a new vSwitch, you can reduce the number of ports on an existing vSwitch. That change requires a reboot to take effect, but vMotion allows you to move the VMs to a different host to prevent VM downtime.

 

You also want to be sure that you account for scenarios such as a host failure, when VMs will be restarted on other hosts using vSphere HA (described in more detail in Chapter 7, “Ensuring High Availability and Business Continuity”). In this case, if you make your vSwitch too small (for example, not enough ports), then you could run into an issue there also.

 

My key takeaway: virtual switch sizing is the factor of multiple variables that you need to consider, so plan carefully! I recommend creating virtual switches with enough ports to cover existing needs, projected growth, and failover capacity.

 




 

Table 5.1 Configuration maximums for ESXi networking components (vSphere Standard Switches)
 


	Configuration Item
	Maximum



	Number of vSwitches
	248


	Ports per vSwitch
	4,088


	Maximum ports per host (vSS/vDS)
	4,096


	Port groups per vSwitch
	256


	Uplinks per vSwitch
	32


	Number of VMkernel NICs
	16


	Maximum active ports per host (vSS/vDS)
	1,016



 

With all the flexibility provided by the different virtual networking components, you can be assured that whatever the physical network configuration might hold in store, there are several ways to integrate the virtual networking. What you configure today may change as the infrastructure changes or as the hardware changes. ESXi provides enough tools and options to ensure a successful communication scheme between the virtual and physical networks.
 

Working with vSphere Distributed Switches
 

So far our discussion has focused solely on vSphere Standard Switches (just vSwitches). Starting with vSphere 4 and continuing with vSphere 5, there is another option: vSphere Distributed Switches.
 

Whereas vSwitches are managed per host, a vSphere Distributed Switch functions as a single virtual switch across all the associated ESXi hosts. There are a number of similarities between a vSphere Distributed Switch and a Standard vSwitch:
 

 

 
	Like a vSwitch, a vSphere Distributed Switch provides connectivity for VMs and VMkernel interfaces.
 

 
	Like a vSwitch, a vSphere Distributed Switch leverages physical network adapters as uplinks to provide connectivity to the external physical network.
 

 
	Like a vSwitch, a vSphere Distributed Switch can leverage VLANs for logical network segmentation.
 


 

Of course, there are differences as well, but the biggest of these is that a vSphere Distributed Switch spans multiple servers in a cluster instead of each server having its own set of vSwitches. This greatly reduces complexity in clustered ESXi environments and simplifies the addition of new servers to an ESXi cluster.
 

VMware’s official abbreviation for a vSphere Distributed Switch is vDS. For ease of reference and consistency with other elements in the vSphere user interface, we’ll refer to vSphere Distributed Switches from here on as dvSwitches.
 

Creating a vSphere Distributed Switch
 

The process of creating a dvSwitch is twofold. First, you create the dvSwitch and then you add ESXi hosts to the dvSwitch. To help simplify the process, vSphere automatically includes the option to add an ESXi host to the dvSwitch during the process of creating it.
 

Perform the following steps to create a new dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance. You must connect to vCenter Server; dvSwitches require vCenter Server.


2. On the vSphere Client home screen, select the Networking option under Inventory.


3. Right-click the Datacenter object in the inventory pane on the left, and select New vSphere Distributed Switch from the context menu.


This launches the Create vSphere Distributed Switch wizard.

 

4. First, select the version of the dvSwitch you’d like to create. Figure 5.43 shows the options for dvSwitch versions.


Three options are available: 
 

 
	vSphere Distributed Switch Version: 4.0: This type of dvSwitch is compatible back to vSphere 4.0 and limits the dvSwitch to features supported only by vSphere 4.0.

 
	vSphere Distributed Switch Version: 4.1.0: This type of dvSwitch adds support for Load-Based Teaming and Network I/O Control. This version is supported by vSphere 4.1 and later.

 
	vSphere Distributed Switch Version: 5.0.0: This version is compatible only with vSphere 5.0 and later and adds support for all the new features such as user-defined network resource pools, Network I/O Control, NetFlow, and port mirroring.



 


 

In this case, select vSphere Distributed Switch Version 5.0.0 and click Next.

 


Figure 5.43 If you want to support all the features included in vSphere 5, you must use a Version 5.0.0 dvSwitch.
 

[image: 5.43]

 

5. Specify a name for the dvSwitch, and specify the number of dvUplink ports, as illustrated in Figure 5.44. Click Next.


6. On the next screen, you can choose to add hosts to the dvSwitch now or add them later. To add hosts now, select Add Now and select unused physical adapters from each applicable host.


These physical adapters will be configured as uplinks connected to a dvUplink port. Figure 5.45 shows a single host being added to a dvSwitch during creation.

 

7. If you need to change the number of virtual ports assigned per host, click the blue Settings hyperlink in the upper-right area of the Create vSphere Distributed Switch dialog box.


This will display the vSphere Distributed Switch – Host Properties dialog box, where you can change the maximum number of ports per host.

 

8. To view any ESXi hosts that are incompatible with the dvSwitch you’ve selected to create, click the View Incompatible Hosts hyperlink in the upper-right area of the Create vSphere Distributed Switch dialog box.


This will display any ESXi hosts that are incompatible with this dvSwitch.

 

9. Click Next once you have finished adding hosts to the dvSwitch.


10. To create a default dvPort group, leave the box selected labeled Automatically Create A Default Port Group (the default), as shown in Figure 5.46. Click Finish.




 


Figure 5.44 The number of dvUplink ports controls how many physical adapters from each host can serve as uplinks for the distributed switch.
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Figure 5.45 Users can add ESXi hosts to a vSphere Distributed Switch during or after creation.
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Figure 5.46 By default, a dvPort group is created during the creation of the distributed switch.
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Upon completion of the Create vSphere Distributed Switch wizard, a new dvSwitch, a dvPort group for the uplinks, and the default dvPort group will appear in the inventory list. Using the vSphere CLI or the vSphere Management Assistant will show you the new vSphere Distributed Switch and dvPort groups, but because of the shared nature of the dvSwitch, configuration of the distributed switch occurs in the vSphere Client connected to vCenter Server.
 


vSphere Distributed Switches Require vCenter Server

 

This may seem obvious, but it’s important to point out that because of the shared nature of a vSphere Distributed Switch, vCenter Server is required. That is, you cannot have a vSphere Distributed Switch in an environment that is not being managed by vCenter Server.

 




 

After creating a vSphere Distributed Switch, it is relatively easy to add another ESXi host. When the additional ESXi host is created, all of the dvPort groups will automatically be propagated to the new host with the correct configuration. This is the distributed nature of the dvSwitch — as configuration changes are made via the vSphere Client, vCenter Server pushes those changes out to all participating hosts in the dvSwitch. VMware administrators used to managing large ESXi clusters and having to repeatedly create vSwitches and port groups across all the servers individually will be very pleased with the reduction in administrative overhead that dvSwitches offer.
 

Perform the following steps to add another host to an existing dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory.


You can also use the Ctrl+Shift+N keyboard shortcut to navigate to the Networking inventory view.

 

3. Select an existing vSphere Distributed Switch in the inventory pane on the left, click the Summary tab in the details pane on the right, and select Add Host from the Commands section.


This launches the Add Host To vSphere Distributed Switch wizard, as shown in Figure 5.47.

 

4. Select the physical adapters on the host being added that should be connected to the dvSwitch’s dvUplinks port group as uplinks for the distributed switch, and then click Next.


5. If you would like to migrate any VMkernel interfaces, the next screen offers the opportunity to migrate them to the dvSwitch. Leave all VMkernel interfaces (referred to here as virtual adapters) unselected and click Next.


I’ll show you how to migrate these later in this chapter.

 

6. Similarly, if you’d like to migrate any VM networking, select Migrate Virtual Machine Networking and choose the VMs you’d like to migrate to the dvSwitch.


For now, leave Migrate Virtual Machine Networking unselected and click Next.

 

7. At the summary screen, review the changes being made to the dvSwitch — which are helpfully highlighted in the graphical display of the dvSwitch, as shown in Figure 5.48 — and click Finish if everything is correct.




 


dvSwitch Total Ports and Available Ports

 

With vSphere Standard Switches, the VMkernel reserved eight ports for its own use, creating a discrepancy between the total number of ports listed in different places. When looking at a dvSwitch, you may think the same thing is true — a dvSwitch with two hosts will have a total port count of 136, with only 128 ports remaining. Where are the other eight ports? Those are the ports in the dvUplink port group, reserved for uplinks. For every host added to a dvSwitch, another four ports (by default) are added to the dvUplinks port group. So, a dvSwitch with three hosts would have 140 total ports with 128 available, a dvSwitch with four hosts would have 144 total ports with 128 available, and so forth. If a value other than four was selected as the maximum number of uplinks, then the difference between total ports and available ports would be that value times the number of hosts in the dvSwitch.

 




 


Figure 5.47 Adding a host to an existing vSphere Distributed Switch uses the same format as adding hosts during creation of the dvSwitch.
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Figure 5.48 Changes made to a dvSwitch when adding a new ESXi host are highlighted on the summary screen.
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Removing an ESXi Host from a Distributed vSwitch
 

Naturally, you can also remove ESXi hosts from a dvSwitch. A host can’t be removed from a dvSwitch if it still has VMs connected to a dvPort group on that dvSwitch. This is analogous to trying to delete a standard vSwitch or a port group while a VM is still connected; this, too, is prevented. To allow the host to be removed from the dvSwitch, all VMs will need to be moved to a standard vSwitch or a different dvSwitch.
 

Perform the following steps to remove an individual host from a dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. You can also select the View menu and then choose Inventory → Networking, or you can press the keyboard hotkey (Ctrl+Shift+N).


3. Select an existing vSphere Distributed Switch in the inventory pane on the left, and click the Hosts tab in the details pane on the right.


A list of hosts currently connected to the selected dvSwitch displays.

 

4. Right-click the ESXi host to be removed, and select Remove From vSphere Distributed Switch from the context menu, as shown in Figure 5.49.


5. If any VMs are still connected to the dvSwitch, the vSphere Client throws an error similar to the one shown in Figure 5.50.


To correct this error, reconfigure the VM(s) to use a different dvSwitch or vSwitch, or migrate the VMs to a different host using vMotion. Then proceed with removing the host from the dvSwitch.

 


Reconfiguring VM Networking with a Drag-and-Drop Operation

 

While in the Networking view (View → Inventory → Networking), you can use drag and drop to reconfigure a VM’s network connection. Simply drag the VM onto the desired network and drop it. vCenter Server reconfigures the VM to use the selected virtual network.

 




 

6. If there were no VMs attached to the dvSwitch, or after all VMs are reconfigured to use a different vSwitch or dvSwitch, the host is removed from the dvSwitch.




 


Figure 5.49 Use the context menu on the host while in the Networking Inventory view to remove an ESXi host from a dvSwitch.
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Figure 5.50 The vSphere Client won’t allow a host to be removed from a dvSwitch if a VM is still attached.
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In addition to removing individual ESXi hosts from a dvSwitch, you can also remove the entire dvSwitch.
 

Removing a Distributed vSwitch
 

Removing the last ESXi host from a dvSwitch does not remove the dvSwitch itself. If you want to get rid of the dvSwitch entirely, you must remove the dvSwitch and not just remove the hosts from the dvSwitch. When you remove a dvSwitch, it is removed from all hosts and removed from the vCenter Server inventory as well.
 

Removing a dvSwitch is possible only if no VMs have been assigned to a dvPort group on the dvSwitch. Otherwise, the removal of the dvSwitch is blocked with an error message similar to the one displayed previously in Figure 5.50. Again, you’ll need to reconfigure the VM(s) to use a different vSwitch or dvSwitch before the operation can proceed. Refer to Chapter 9, “Creating and Managing Virtual Machines,” for more information on modifying a VM’s network settings.
 

Perform the following steps to remove the dvSwitch if no VMs are using the dvSwitch or any of the dvPort groups on that dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory.


You can also select the View menu and then choose Inventory → Networking, or you can press the keyboard hotkey (Ctrl+Shift+N).

 

3. Select an existing vSphere Distributed Switch in the inventory pane on the left.


4. Right-click the dvSwitch and select Remove, or choose Remove from the Edit menu. Select Yes in the confirmation dialog box that appears.


5. The dvSwitch and all associated dvPort groups are removed from the inventory and from any connected hosts.




 

The bulk of the configuration for a dvSwitch isn’t performed for the dvSwitch itself but rather for the dvPort groups on that dvSwitch.
 

Creating and Configuring dvPort Groups
 

With vSphere Standard Switches, port groups are the key to connectivity for the VMkernel and for VMs. Without ports and port groups on a vSwitch, nothing can be connected to that vSwitch. The same is true for vSphere Distributed Switches. Without a dvPort group, nothing can be connected to a dvSwitch, and the dvSwitch is, therefore, unusable. In this section, you’ll take a closer look at creating and configuring dvPort groups.
 

Perform the following steps to create a new dvPort group:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. Alternately, from the View menu, select Inventory → Networking.


3. Select an existing vSphere Distributed Switch in the inventory pane on the left, click the Summary tab in the details pane on the right, and select New Port Group in the Commands section.


This launches the Create Distributed Port Group Wizard, as illustrated in Figure 5.51.

 

The name of the dvPort group and the number of ports are self-explanatory, but the options under VLAN Type need a bit more explanation: 
 

 
	With VLAN Type set to None, the dvPort group will receive only untagged traffic. In this case, the uplinks must connect to physical switch ports configured as access ports, or they will receive only untagged/native VLAN traffic.

 
	With VLAN Type set to VLAN, you’ll then need to specify a VLAN ID. The dvPort group will receive traffic tagged with that VLAN ID. The uplinks must connect to physical switch ports configured as VLAN trunks.

 
	With VLAN Type set to VLAN Trunking, you’ll then need to specify the range of allowed VLANs. The dvPort group will pass the VLAN tags up to the guest OSes on any connected VMs.

 
	With VLAN Type set to Private VLAN, you’ll then need to specify a Private VLAN entry. Private VLANs are described in detail later in this section.



 


 

Specify a descriptive name for the dvPort group, select the appropriate number of ports, select the correct VLAN type, and then click Next.

 

4. On the summary screen, review the settings, and click Finish if everything is correct.




 


Figure 5.51 The Create Distributed Virtual Port Group Wizard allows the user to specify the name of the dvPort group, the number of ports, and the VLAN type.
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After a dvPort group has been created, you can select that dvPort group in the VM configuration as a possible network connection, as shown in Figure 5.52.
 


Figure 5.52 A dvPort group is selected as a network connection for VMs, just like port groups on a Standard vSwitch.
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After creating a dvPort group, selecting the dvPort group in the inventory on the left side of the vSphere Client provides you with the option to get more information about the dvPort group and its current state:
 

 

 
	The Summary tab provides exactly that — summary information such as the total number of ports in the dvPort group, the number of available ports, any configured IP pools, and the option to edit the settings for the dvPort group.
 

 
	The Ports tab lists the dvPorts in the dvPort group, their current status, attached VMs, and port statistics, as illustrated in Figure 5.53.
 

 

To update the port status or statistics, click the link in the upper-right corner labeled Start Monitoring Port State. That link then changes to Stop Monitoring Port State, which you can use to disable port monitoring. 
 

 
	The Virtual Machines tab lists any VMs currently attached to that dvPort group. The full range of VM operations — such as editing VM settings, shutting down the VM, and migrating the VM — is available from the context menu of a VM listed in this area.
 

 
	The Hosts tab lists all ESXi hosts currently participating in the dvSwitch that hosts this dvPort group. As with VMs, right-clicking a host here provides a context menu with the full range of options, such as creating a new VM, entering maintenance mode, checking host profile compliance, or rebooting the host.
 

 
	The Tasks & Events tab lists all tasks or events associated with this dvPort group.
 

 
	The Alarms tab shows any alarms that have been defined or triggered for this dvPort group.
 

 
	The Permissions tab shows permissions that have been applied to (or inherited by) this dvPort group.
 



 


 


Figure 5.53 The Ports tab shows all the dvPorts in the dvPort group along with port status and port statistics.
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To delete a dvPort group, right-click the dvPort group and select Delete. If any VMs are still attached to that dvPort group, the vSphere Client prevents the deletion of the dvPort group and logs an error message into the Tasks pane of the vSphere Client. This error is also visible on the Tasks And Events tab of the dvPort group.
 

To delete the dvPort group, you first have to reconfigure the VM to use a different dvPort group or a different vSwitch or dvSwitch. You can either edit the settings of the VM, or just use drag and drop in the Networking inventory view to reconfigure the VM’s network settings.
 

To edit the configuration of a dvPort group, use the Edit Settings link in the Commands section on the dvPort group’s Summary tab. This produces the dialog box shown in Figure 5.54. The various options along the left side of the dvPort group Settings dialog box allow you to modify different aspects of the dvPort group.
 


Different Options Are Available Depending on the dvSwitch Version

 

Recall that you can create different versions of dvSwitches in the vSphere Client. Certain configuration options — like Resource Allocation and Monitoring — are only available with a version 5.0.0 vSphere Distributed Switch.

 




 


Figure 5.54 The Edit Settings command for a dvPort group allows you to modify the configuration of the dvPort group.
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Let’s focus now on modifying VLAN settings, traffic shaping, and NIC teaming for the dvPort group. Policy settings for security and monitoring follow later in this chapter.
 

Perform the following steps to modify the VLAN settings for a dvPort group:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. Alternately, from the View menu, select Inventory → Networking.


3. Select an existing dvPort group in the inventory pane on the left, select the Summary tab in the details pane on the right, and click the Edit Settings option in the Commands section.


4. In the dvPort Group Settings dialog box, select the VLAN option under Policies from the list of options on the left.


5. Modify the VLAN settings by changing the VLAN ID or by changing the VLAN Type setting to VLAN Trunking or Private VLAN.


Refer to Figure 5.51 for the different VLAN configuration options.

 

6. Click OK when you have finished making changes.




 

Perform the following steps to modify the traffic-shaping policy for a dvPort group:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. Alternately, from the View menu, select Inventory → Networking.


3. Select an existing dvPort group in the inventory pane on the left, select the Summary tab in the details pane on the right, and click the Edit Settings option in the Commands section.


4. Select the Traffic Shaping option from the list of options on the left of the dvPort group settings dialog box, as illustrated in Figure 5.55.


Traffic shaping was described in detail in the section “Using and Configuring Traffic Shaping.” The big difference here is that with a dvSwitch, you can apply traffic-shaping policies to both ingress and egress traffic. With vSphere Standard Switches, you could apply traffic-shaping policies only to egress (outbound) traffic. Otherwise, the settings here for a dvPort group function as described earlier.

 

5. Click OK when you have finished making changes.




 


Figure 5.55 You can apply both ingress and egress traffic-shaping policies to a dvPort group on a dvSwitch.
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Perform the following steps to modify the NIC teaming and failover policies for a dvPort group:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. Alternately, from the View menu, select Inventory → Networking.


3. Select an existing dvPort group in the inventory pane on the left, select the Summary tab in the details pane on the right, and click the Edit Settings option in the Commands section.


4. Select the Teaming And Failover option from the list of options on the left of the dvPort group Settings dialog box, as illustrated in Figure 5.56.


These settings were described in detail in the section “Configuring NIC Teaming,” with one notable exception — version 4.1 and version 5.0 dvSwitches support a new load-balancing type, Route Based On Physical NIC Load. When this load-balancing policy is selected, ESXi checks the utilization of the uplinks every 30 seconds for congestion. In this case, congestion is defined as either transmit or receive traffic greater than 75 percent mean utilization over a 30-second period. If congestion is detected on an uplink, ESXi will dynamically reassign the VM to a different uplink.

 


Requirements for Load-Based Teaming

 

Load-Based Teaming (LBT) requires that all upstream physical switches be part of the same Layer 2 (broadcast) domain. In addition, VMware recommends that you enable the PortFast or PortFast Trunk option on all physical switch ports connected to a dvSwitch that is using Load-Based Teaming.

 




 

5. Click OK when you have finished making changes.




 


Figure 5.56 The Teaming And Failover item in the dvPort group Settings dialog box provides options for modifying how a dvPort group uses dvUplinks.
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If you browse through the available settings, you might notice a Blocked policy option. This is the equivalent of disabling a group of ports in the dvPort group. Figure 5.57 shows that the Block All Ports setting is set to either Yes or No. If you set the Block policy to Yes, then all traffic to and from that dvPort group is dropped. Don’t set the Block policy to Yes unless you are prepared for network downtime for all VMs attached to that dvPort group!
 


Figure 5.57 The Block policy is set to either Yes or No. Setting the Block policy to Yes disables all the ports in that dvPort group.
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Managing Adapters
 

With a dvSwitch, managing adapters — both virtual and physical — is handled quite differently than with a standard vSwitch. Virtual adapters are VMkernel interfaces, so by managing virtual adapters, I’m really talking about managing VMkernel traffic — management, vMotion, IP-based storage, and Fault Tolerance logging — on a dvSwitch. Physical adapters are, of course, the physical network adapters that serve as uplinks for the dvSwitch. Managing physical adapters means adding or removing physical adapters connected to ports in the dvUplinks dvPort group on the dvSwitch.
 

Perform the following steps to add a virtual adapter to a dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Hosts And Clusters option under Inventory. Alternately, from the View menu, select Inventory → Hosts And Clusters. The Ctrl+Shift+H hotkey also takes you to the correct view.


3. Select an ESXi host in the inventory pane on the left, click the Configuration tab in the details pane on the right, and select Networking from the Hardware list.


4. Click to change the view from vSphere Standard Switch to vSphere Distributed Switch, as illustrated in Figure 5.58.


5. Click the Manage Virtual Adapters link. This opens the Manage Virtual Adapters dialog box, as shown in Figure 5.59.


6. Click the Add hyperlink. The Add Virtual Adapter Wizard appears, offering you the option to either create a new virtual adapter or migrate existing virtual adapters.


Creating a new virtual adapter involves providing new information about the VMkernel port and then attaching the new virtual adapter to an existing dvPort group. The wizard also prompts for IP address information because that is required when creating a VMkernel interface. Refer to the earlier sections about configuring ESXi management and VMkernel networking for more information.

 

In the section “Creating a vSphere Distributed Switch,” I mentioned that I would show you how to migrate virtual adapters. This is where you would migrate a virtual adapter. In the Add Virtual Adapter dialog box, select Migrate Existing Virtual Adapters and click Next.

 

7. For each current virtual adapter, select the new destination port group on the dvSwitch. Deselect the box next to the current virtual adapters that you don’t want to migrate right now.


This is illustrated in Figure 5.60. Click Next to continue.

 

8. Review the changes to the dvSwitch — which are helpfully highlighted for easy identification — and click Finish to commit the changes.




 


Figure 5.58 To manage virtual adapters, switch the Networking view to vSphere Distributed Switch in the vSphere Client.
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Figure 5.59 The Manage Virtual Adapters dialog box allows users to create VMkernel interfaces, referred to here as virtual adapters.
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Figure 5.60 For each virtual adapter migrating to the dvSwitch, you must assign the virtual adapter to an existing dvPort group.
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After creating or migrating a virtual adapter, the same dialog box allows for changes to the virtual port, such as modifying the IP address, changing the dvPort group to which the adapter is assigned, or enabling features such as vMotion or Fault Tolerance logging. You would remove virtual adapters using this dialog box as well.
 

The Manage Physical Adapters link allows you to add or remove physical adapters connected to ports in the dvUplinks port group on the dvSwitch. Although you can specify physical adapters during the process of adding a host to a dvSwitch, as shown earlier, it might be necessary at times to connect a physical NIC to a port in the dvUplinks port group on the dvSwitch after the host is already participating in the dvSwitch.
 

Perform the following steps to add a physical network adapter in an ESXi host to the dvUplinks port group on the dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Hosts And Clusters option under Inventory. Alternately, from the View menu, select Inventory → Hosts And Clusters. The Ctrl+Shift+H hotkey will also take you to the correct view.


3. Select an ESXi host in the inventory list on the left, click the Configuration tab in the details pane on the right, and select Networking from the Hardware list.


4. Click to change the view from vSphere Standard Switch to vSphere Distributed Switch.


5. Click the Manage Physical Adapters link. This opens the Manage Physical Adapters dialog box, as shown in Figure 5.61.


6. To add a physical network adapter to the dvUplinks port group, click the Click To Add NIC link.


7. In the Add Physical Adapter dialog box, select the physical adapter to be added to the dvUplinks port group, and click OK.


8. Click OK again to return to the vSphere Client.




 


Figure 5.61 The Manage Physical Adapters dialog box provides information on physical NICs connected to the dvUplinks port group and allows you to add or remove uplinks.
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In addition to being able to migrate virtual adapters, you can use vCenter Server to assist in migrating VM networking between vSphere Standard Switches and vSphere Distributed Switches, as shown in Figure 5.62.
 


Figure 5.62 The Migrate Virtual Machine Networking tool automates the process of migrating VMs from vSwitches to dvSwitches and back again.
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This tool, accessed using the Migrate Virtual Machine Networking link on the Summary tab of a dvSwitch, will reconfigure all selected VMs to use the selected destination network. This is a lot easier than individually reconfiguring a bunch of VMs! In addition, this tool allows you to easily migrate VMs both to a dvSwitch as well as from a dvSwitch. Let’s walk through the process so that you can see how it works.
 

Perform the following steps to migrate VMs from a vSphere Standard Switch to a vSphere Distributed Switch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. Navigate to the Networking inventory view.


3. Select a dvSwitch from the inventory tree on the left, select the Summary tab, and click the Migrate Virtual Machine Networking link from the Commands section.


This launches the Migrate Virtual Machine Networking wizard.

 

4. Select the source network that contains the VMs you’d like to migrate.


If you prefer to work by dvSwitch and dvPort group, click the Filter By VDS link.

 

5. Select the destination network to which you’d like the VMs to be migrated.


Again, use the Filter By VDS link if you’d rather select the destination by dvSwitch and dvPort group.

 

6. Click Next when you’ve finished selecting the source and destination networks.


7. A list of matching VMs is generated, and each VM is analyzed to determine if the destination network is Accessible or Inaccessible to the VM.


Figure 5.63 shows a list with both Accessible and Inaccessible destination networks. A destination network might show up as Inaccessible if the ESXi host on which that VM is running isn’t part of the dvSwitch (as is the case in this instance). Select the VMs you want to migrate; then click Next.

 

8. Click Finish to start the migration of the selected VMs from the specified source network to the selected destination network.


You’ll see a Reconfigure Virtual Machine task spawn in the Tasks pane for each VM that needs to be migrated.

 



 


Figure 5.63 You cannot migrate VMs matching your source network selection if the destination network is listed as Inaccessible.
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Keep in mind that this tool can migrate VMs from a vSwitch to a dvSwitch or from a dvSwitch to a vSwitch — you only need to specify the source and destination networks accordingly.
 

Now that I’ve covered the basics of dvSwitches, I’d like to delve into a few advanced topics. First up is network monitoring using NetFlow.
 

Using NetFlow on vSphere Distributed Switches
 

NetFlow is a mechanism for efficiently reporting IP-based traffic information as a series of traffic flows. Traffic flows are defined as the combination of source and destination IP address, source and destination TCP or UDP ports, IP, and IP Type of Service (ToS). Network devices that support NetFlow will track and report information on the traffic flows, typically sending this information to a NetFlow collector. Using the data collected, network administrators gain detailed insight into the types and amount of traffic flows across the network.
 

In vSphere 5.0, VMware introduced support for NetFlow with vSphere Distributed Switches (only on version 5.0.0 dvSwitches). This allows ESXi hosts to gather detailed per-flow information and report that information to a NetFlow collector.
 

Configuring NetFlow is a two-step process:
 


1. Configure the NetFlow properties on the dvSwitch.


2. Enable or disable NetFlow (the default is disabled) on a per–dvPort group basis.




 

Let’s take a closer look at these steps.
 

To configure the NetFlow properties for a dvSwitch, perform these steps:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. Select View → Inventory → Networking to navigate to the Networking inventory view, where you’ll see your configured dvSwitches and dvPort groups listed.


3. Select the dvSwitch for which you’d like to configure the NetFlow properties, and click the Edit Settings link in the Commands section of the Summary tab.


This opens the dvSwitch Settings dialog box.

 

4. Click the NetFlow tab.


5. As shown in Figure 5.64, specify the IP address of the NetFlow collector, the port on the NetFlow collector, and an IP address to identify the dvSwitch.


6. You can modify the Advanced Settings if advised to do so by your networking team.


7. If you want the dvSwitch to only process internal traffic flows — that is, traffic flows from VM to VM on that host — select Process Internal Flows Only.


8. Click OK to commit the changes and return to the vSphere Client.




 


Figure 5.64 You’ll need the IP address and port number for the NetFlow collector in order to send flow information from a dvSwitch.
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After you configure the NetFlow properties for the dvSwitch, you then enable NetFlow on a per-dvPort group basis. The default setting is Disabled.
 

Perform these steps to enable NetFlow on a specific dvPort group:
 


1. In the vSphere Client, switch to the Networking inventory view.


2. Select the dvPort group for which NetFlow should be enabled.


3. Click the Summary tab and then click Edit Settings in the Commands area.


You can also right-click the dvPort group and select Edit Settings from the context menu.

 

4. The dvPort group Settings dialog box appears. Click Monitoring from the list of options on the left.


This displays the NetFlow setting, as shown in Figure 5.65.

 

5. From the NetFlow Status drop-down list, select Enabled.


6. Click OK to save the changes to the dvPort group.




 


Figure 5.65 NetFlow is disabled by default. You enable NetFlow on a per–dvPort group basis.
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This dvPort group will start capturing NetFlow statistics and reporting that information to the specified NetFlow collector.
 

Another feature that was present in previous versions of vSphere but has been expanded in vSphere 5.0 is support for switch discovery protocols, as discussed in the next section.
 

Enabling Switch Discovery Protocols
 

Previous versions of vSphere supported Cisco Discovery Protocol (CDP), a protocol for exchanging information between network devices. However, it required using the command line to enable and configure CDP.
 

In vSphere 5.0, VMware added support for Link Layer Discovery Protocol (LLDP), an industry-standardized form of CDP, and provided a location within the vSphere Client where CDP/LLDP support can be configured.
 

Perform the following steps to configure switch discovery support:
 


1. In the vSphere Client, switch to the Networking inventory view.


2. Select the dvSwitch for which you’d like to configure CDP or LLDP support and click Edit Settings.


You can also right-click the dvSwitch and select Edit Settings from the context menu.

 

3. Click Advanced.


4. Configure the dvSwitch for CDP or LLDP support, as shown in Figure 5.66.


This figure shows the dvSwitch configured for LLDP support, both listening (receiving LLDP information from other connected devices) and advertising (sending LLDP information to other connected devices).

 

5. Click OK to save your changes.




 


Figure 5.66 LLDP support enables dvSwitches to exchange discovery information with other LLDP-enabled devices over the network.
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Once the ESXi hosts participating in this dvSwitch start exchanging discovery information, you can view that information from the physical switch(es). For example, on most Cisco switches the show cdp neighbor command will display information about CDP-enabled network devices, including ESXi hosts. Entries for ESXi hosts will include information on the physical NIC use and the vSwitch involved.
 

The final advanced networking topic I’ll review is private VLANs. Private VLANs were first added in vSphere 4.0, and support for private VLANs continues in vSphere 5.
 

Setting Up Private VLANs
 

Private VLANs (PVLANs) are an advanced networking feature of vSphere that build on the functionality of vSphere Distributed Switches. Private VLANs are possible only when using dvSwitches and are not available to use with vSphere Standard Switches.
 

I’ll provide a quick overview of private VLANs. PVLANs are a way to further isolate ports within a VLAN. For example, consider the scenario of hosts within a demilitarized zone (DMZ). Hosts within a DMZ rarely need to communicate with each other, but using a VLAN for each host quickly becomes unwieldy for a number of reasons. By using PVLANs, you can isolate hosts from each other while keeping them on the same IP subnet. Figure 5.67 provides a graphical overview of how PVLANs work. 
 


Figure 5.67 Private VLANs can help isolate ports on the same IP subnet.
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PVLANs are configured in pairs: the primary VLAN and any secondary VLANs. The primary VLAN is considered the downstream VLAN; that is, traffic to the host travels along the primary VLAN. The secondary VLAN is considered the upstream VLAN; that is, traffic from the host travels along the secondary VLAN.
 

To use PVLANs, first configure the PVLANs on the physical switches connecting to the ESXi hosts, and then add the PVLAN entries to the dvSwitch in vCenter Server.
 

Perform the following steps to define PVLAN entries on a dvSwitch:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. Alternately, from the View menu, select Inventory → Networking or press the Ctrl+Shift+N hotkey.


3. Select an existing dvSwitch in the inventory pane on the left, select the Summary tab in the details pane on the right, and click the Edit Settings option in the Commands section.


4. Select the Private VLAN tab.


5. Add a primary VLAN ID to the list on the left.


6. For each primary VLAN ID in the list on the left, add one or more secondary VLANs to the list on the right, as shown in Figure 5.68.


Secondary VLANs are classified as one of the two following types: 
 

 
	Isolated: Ports placed in secondary PVLANs configured as isolated are allowed to communicate only with promiscuous ports in the same secondary VLAN. I’ll explain promiscuous ports shortly.

 
	Community: Ports in a secondary PVLAN are allowed to communicate with other ports in the same secondary PVLAN as well as with promiscuous ports.



 


 

Only one isolated secondary VLAN is permitted for each primary VLAN. Multiple secondary VLANs configured as community VLANs are allowed.

 

7. When you finish adding all the PVLAN pairs, click OK to save the changes and return to the vSphere Client.




 


Figure 5.68 Private VLAN entries consist of a primary VLAN and one or more secondary VLAN entries.
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After the PVLAN IDs have been entered for a dvSwitch, you must create a dvPort group that takes advantage of the PVLAN configuration. The process for creating a dvPort group was described previously. Figure 5.69 shows the Create Distributed Port Group wizard for a dvPort group that uses PVLANs.
 


Figure 5.69 When creating a dvPort group with PVLANs, the dvPort group is associated with both the primary VLAN ID and a secondary VLAN ID.
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In Figure 5.69 you can see the term promiscuous again. In PVLAN parlance, a promiscuous port is allowed to send and receive Layer 2 frames to any other port in the VLAN. This type of port is typically reserved for the default gateway for an IP subnet — for example, a Layer 3 router.
 

PVLANs are a powerful configuration tool but also a complex configuration topic and one that can be difficult to understand. For additional information on PVLANs, I recommend visiting Cisco’s website at www.cisco.com and searching for private VLANs.
 

As with vSphere Standard Switches, vSphere Distributed Switches provide a tremendous amount of flexibility in designing and configuring a virtual network. But, as with all things, there are limits to the flexibility. Table 5.2 lists some of the configuration maximums for vSphere Distributed Switches.
 

Table 5.2 Configuration maximums for ESXi networking components (vSphere Distributed Switches)
 


	Configuration Item
	Maximum



	Switches per vCenter Server
	32


	Maximum ports per host (vSS/vDS)
	4,096


	vDS ports per vCenter instance
	30,000


	ESXi hosts per vDS
	350


	Static port groups per vCenter instance
	5,000


	Ephemeral port groups per vCenter instance
	256



 

As if adding vSphere Distributed Switches to vSphere and ESXi 4.0 wasn’t a big enough change from earlier versions of VMware Infrastructure, there’s something even bigger in store for you: the very first third-party vSphere Distributed Switch: the Cisco Nexus 1000V.
 

Installing and Configuring the Cisco Nexus 1000V
 

The Cisco Nexus 1000V is a third-party vSphere Distributed Switch, the first of its kind. Built as part of a joint engineering effort between Cisco and VMware and released with vSphere 4.0, the Nexus 1000V completely changes the dynamics in how the networking and server teams interact in environments using vSphere 4 and later.
 

Prior to the arrival of the Cisco Nexus 1000V, the reach of the networking team ended at the uplinks from the ESXi host to the physical switches. The networking team had no visibility into and no control over the networking inside the ESXi hosts. The server team, which used the vSphere Client to create and manage vSwitches and port groups, handled that functionality. The Cisco Nexus 1000V changes all that. Now the networking group will create the port groups that will be applied to VMs, and the server group will simply attach VMs to the appropriate port group — modeling the same behavior in the virtual environment as exists in the physical environment. In addition, organizations gain per-VM network statistics and much greater insight into the type of traffic that’s found on the ESXi hosts.
 

The Cisco Nexus 1000V has the following two major components:
 

 

 
	The Virtual Ethernet Module (VEM), which executes inside the ESXi hypervisor and replaces the standard vSwitch functionality. The VEM leverages the vSphere Distributed Switch APIs to bring features like quality of service (QoS), private VLANs, access control lists, NetFlow, and SPAN to VM networking.
 

 
	The Virtual Supervisor Module (VSM), which is a Cisco NX-OS instance running as a VM (note that Cisco also sells a hardware appliance, called the Nexus 1010, that can provide a Nexus 1000V VSM). The VSM controls multiple VEMs as one logical modular switch. All configuration is performed through the VSM and propagated to the VEMs automatically. The Nexus 1000V supports redundant VSMs, a configuration in which there is both a primary VSM and a secondary VSM.
 


 

The Cisco Nexus 1000V marks a new era in virtual networking. Let’s take a closer look at installing and configuring the Nexus 1000V, starting with the installation process.
 

Installing the Cisco Nexus 1000V
 

Installing the Nexus 1000V is a two-step process:
 

 

 
	You must first install at least one VSM. If you are going to set up redundant VSMs, you’ll need to wait to create the secondary VSM until after you’ve gotten the primary VSM up, running, and attached to vCenter Server.
 

 
	After a VSM is up and running, you use the VSM to push out the VEMs to the various ESXi hosts that use the Nexus 1000V as their dvSwitch.
 


 

Fortunately, users familiar with setting up a VM have an advantage in setting up the VSM because it operates as a VM. However, before attempting to set up the VSM as a VM, there are some dependencies that must be addressed. Specifically, you should be sure that you — or the appropriate networking individuals — have performed the following tasks before starting installation of the Nexus 1000V:
 

 

 
	You must identify three VLANs to be used by the Nexus 1000V VSM and VEMs: one VLAN for management traffic, one VLAN for control traffic, and one VLAN for packet traffic. These VLANs are not the same as the VLANs that you will configure on the Nexus 1000V to carry VM traffic or ESXi host traffic; these VLANs are used by the Nexus 1000V for VSM-VEM connectivity. The management VLAN can be the same VLAN that you use for management of the ESXi hosts themselves, if desired.
 

 
	You must configure the physical upstream switches to carry traffic from the relevant VLANs to the ESXi host(s) that will support the VSMs and VEMs. This generally means configuring the upstream switch ports as 802.1Q VLAN trunks and allowing all relevant VLANs across the VLAN trunk. The commands to do this vary from manufacturer to manufacturer; on most Cisco switches, you would use the switchport mode trunk and switchport trunk allowed vlan commands.
 

 
	On upstream physical switches, you should ensure you are filtering Bridge Protocol Data Units (BPDUs). Either globally enable BPDU filter and BPDU Guard, or use the spanning-tree bpdu filter and spanning-tree bpdu guard commands on the specific interfaces where the Nexus 1000V dvSwitch uplinks will connect.
 

 
	Ports on upstream physical switches also require the use of the portfast trunk, portfast edge trunk, or spanning-tree port type edge trunk commands (the command varies based on the switch model). These are Cisco-specific commands, so for other vendors other commands would be necessary.
 

 
	The ESXi host that will support the VSM must already have the appropriate VLANs configured and supported, including the control and packet VLANs.
 


 

For more complete and detailed information on these dependencies, I encourage you to refer to the official Cisco Nexus 1000V documentation. Once you’ve satisfied these requirements, then you’re ready to start installing the Nexus 1000V VSM.
 


OVF Template for the Nexus 1000V VSM

 





  














































Earlier versions of the Nexus 1000V that supported vSphere 4.x provided an Open Virtualization Format (OVF) template that simplified the deployment of the VSM (OVF templates are something that I discuss in greater detail in Chapter 10). At the time of this writing, an OVF template was not available for the vSphere 5.0-compatible version of the Nexus 1000V, and so I’ve modified the instructions accordingly.

 




 

Setting Up the Nexus 1000V VSM
 

After you’ve fulfilled all the necessary dependencies and requirements, the first step is to set up the first Nexus 1000V VSM.
 

Perform the following steps to install a Nexus 1000V VSM:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host. Although the Nexus 1000V requires vCenter Server, the initial creation of the VSM could be done directly on an ESXi host if necessary.


2. Create a new VM with the following specifications: 
 

 
	Guest OS: Other Linux (64-bit)

 
	Memory: 2 GB

 
	CPUs: One vCPU

 
	Network adapters: Three e1000 network adapters

 
	Virtual disk: 3 GB with LSI Logic Parallel adapter (Thin Provisioned virtual disks are not supported)



 



For more information on creating VMs and specifying these values, refer to Chapter 7.

 

3. After the VM has been created, edit the VM to reserve 1500 MHz of CPU capacity and 2 GB of RAM. More information on reservations is found in Chapter 11.


4. Configure the network adapters so that the first e1000 adapter connects to a VLAN created for control traffic, the second e1000 adapter connects to the management VLAN, and the third e1000 network adapter connects to a VLAN created for packet traffic. These are the three VLANs that you identified earlier in this chapter.


It is very important that the adapters are configured in exactly this order.

 

5. Attach the Nexus 1000V VSM ISO image to the VM’s CD-ROM drive, and configure the CD-ROM to be connected at startup, as shown in Figure 5.70.


6. Power on the VM.


7. From the boot menu, select Install Nexus 1000V And Bring Up The New Image.


8. After the installation is complete, walk through the initial setup dialog.


During the initial setup dialog, a series of questions prompt you for information such as the password for the admin user account; the VLAN IDs for the management, packet, and data VLANs; the IP address to be assigned to the VSM; and the default gateway for the VSM. When prompted for HA role, enter “standalone”; if you are going to set up redundant VSMs, you’ll perform that task later.

 


Figure 5.70 The ISO image for the Nexus 1000V VSM should be attached to the VM’s CD-ROM drive for installation.
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Once the VSM is up and running, the next step will be to connect it to vCenter Server. To help ensure a smooth process, I’d recommend using the ping command to double-check connectivity to both the VSM and the vCenter Server. This might help identify network connectivity issues, such as connecting the virtual NICs in the VSM in the wrong order, that would prevent successful completion of the next step.
 

If network connectivity to the VSM and to vCenter Server is working, then you’re ready to proceed with connecting the Nexus 1000V VSM to vCenter Server.
 

Connecting the Nexus 1000V VSM to vCenter Server
 

In early versions of the Nexus 1000V, multiple separate steps were needed to connect the VSM to vCenter Server for proper communications. Not too long after the initial release of the Nexus 1000V, Cisco released a web-based tool to help with the installation. These instructions will assume the use of the web-based tool to connect the VSM with vCenter Server.
 

To connect the Nexus 1000V VSM to vCenter Server using the web-based configuration tool, perform these steps:
 


1. Open a web browser and navigate to the IP address you assigned to the VSM during the initial setup dialog. For example, if you provided the IP address 10.1.9.110 during the initial setup dialog, you would navigate to http://10.1.9.110 in the web browser.


2. Click the Launch Installer Application hyperlink.


3. If prompted to run the application, click Run.


4. After a few moments, the Nexus 1000V Installation Management Center will launch. At the first screen, enter the admin password for the VSM (you provided this password during the initial setup dialog). Click Next to proceed to the next step.


5. Supply the information needed to connect to your vCenter Server instance. This includes the vCenter Server IP address, port number (default is 443), username, and password. This is illustrated in Figure 5.71. Make sure that Use A Configuration File is set to No, then click Next to continue.


6. Select the cluster or ESXi host where the VSM VM is currently running. Click Next.


7. At the Configure Networking screen, select the VSM VM from the drop-down list of VMs.


8. Under Please Choose A Configuration Option, you have three options: 
 

 
	If you select Default L2: Choose The Management VLAN For All Port Groups, then the management, control, and packet interfaces on the Nexus 1000V VSM will use the management VLAN. Select the option only if you are sharing a single VLAN for all three VSM-VEM traffic types.

 
	If you select Advanced L2: Configure Each Port Group Individually, then you’ll have the option of selecting the appropriate port group or creating a new port group for each of the three interfaces on the VSM. Select this option if the management, control, or packet VLANs are on a separate VLAN from the others.

 
	If you select Advanced L3: Configure Port Groups for L3, you’ll have the ability to specify Layer 3 (routed) connectivity for the VSM interfaces. Select this option only if the VSM and the VEM will be separated by a router.



 



In most instances, I recommend either the Default L2 or the Advanced L2 option, depending on how your VLANs are configured. Once you’ve selected the right option, click Next to continue.

 

9. At the Configure VSM screen, you must supply the information requested by the installation application. This includes information like the VSM switch name, admin password, IP address, default gateway, HA role, domain ID, SVS datacenter name (the name of the datacenter object in vCenter Server), and the native (or untagged) VLAN. Click Next once you’re finished filling in the fields.


10. If you want to save the configuration out to a file for future reference or use, click Save Configuration To File and then select a destination file. Otherwise, click Next to proceed.


11. The Nexus 1000V Installation Management Center will proceed though a series of steps. As each step is completed, a green check mark will appear next to it. At certain points during this process, you might also notice tasks appearing in the Tasks pane of the vSphere Client as the application performs the necessary steps to integrate the VSM with vCenter Server.


12. When the checklist is complete, the application will automatically proceed to the next step. When prompted if you want to migrate this host and its networks, select No. Click Next.


13. At the Summary screen, review the configuration and then click Close. Integration of the VSM with vCenter Server is now complete.




 


Figure 5.71 You must supply the necessary information to connect the VSM to vCenter Server.
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Integration of the VSM with vCenter Server results in the creation of a vSphere Distributed Switch. If you navigate to the Networking inventory view, you can see the new dvSwitch that was created by the Nexus 1000V Installation Management Center.
 

At this point, you have the VSM connected to and communicating with vCenter Server. The next step is to configure a system uplink port profile; this is the equivalent of the dvUplinks dvPort group used by native dvSwitches and will contain the physical network adapters that will connect the Nexus 1000V to the rest of the network. While this port profile isn’t required for the VSM, it is required by the VEM, and it’s necessary to have this port profile in place before adding ESXi hosts to the Nexus 1000V and deploying the VEM onto those hosts.
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to the VSM, and log in as the admin user.


2. Enter the following command to activate configuration mode:



 

config t



 



 

3. Enter the following commands to create the system uplink port profile:



 

port-profile type ethernet system-uplink
switchport mode trunk
switchport trunk allowed vlan 18, 19
no shut
system vlan 18, 19
vmware port-group
state enabled



 



 

The order of the commands is important; some commands, like the system vlan command, won’t be accepted by the VSM until the allowed VLANs are defined and the port is in an active state (accomplished with the no shut command). Additionally, any VLANs that you want to define as system VLANs must already be created on the Nexus 1000V using the vlan command.

 

Replace the VLAN IDs on the system vlan statement with the VLAN IDs of the control and packet VLANs. Likewise, specify the control and packet VLANs — along with any other VLANs that should be permitted across these uplinks — on the switchport trunk allowed vlan command.

 

If you would like to specify a different name for the dvPort group in vCenter Server than the name given in the port-profile statement, append that name to the vmware-port group command, like this:

 


 

vmware port-group dv-SystemUplinks



 



 

4. Use the exit command to exit out of configuration mode to privileged EXEC mode. Depending on where you are in the configuration, you might need to use this command more than once. You can also use Ctrl+Z to exit directly to privileged EXEC mode.


5. Copy the running configuration to the startup configuration so that it is persistent across reboots:



 

copy run start



 



 



 

The purpose of this port profile is to provide the configuration for the physical NICs in the servers that will participate in the Nexus 1000V distributed virtual switch. Without this port profile in place before adding your first ESXi host, the Nexus 1000V wouldn’t know how to configure the uplinks, and the host would become unreachable across the network. You’d then be forced to use the Direct Console User Interface (DCUI) to restore the default virtual network configuration on this host.
 

With the port profile for the uplinks in place, the one step remaining in the installation of the Nexus 1000V is adding ESXi hosts. The next section covers this procedure.
 

Adding ESXi Hosts to the Nexus 1000V
 

Like installing the Nexus 1000V VSM, the process of adding ESXi hosts to the Nexus 1000V is a two step process:
 

 

 
	First, you must ensure the VEM is deployed to all ESXi hosts that you plan to add to the dvSwitch.
 

 
	Once the VEM is deployed to the ESXi hosts, you can add them to the Nexus 1000v distributed virtual switch.
 


 

I’ll discuss each of these steps in the sections below.
 

Deploying the VEM to an ESXi Host
 

The process for deploying the VEM to an ESXi host will depend on whether you have vSphere Update Manager (VUM) present in your environment. If VUM is present and configured with the Nexus 1000V software, then VUM will automatically push the VEM onto an ESXi host when you add the ESXi host to the distributed virtual switch. No additional effort is required once VUM has been configured; the process is automatic. You only need to configure VUM to point to a software repository that contains the Nexus 1000V software. This process is described in Chapter 4, “Installing and Configuring vSphere Update Manager.”
 

If, on the other hand, you are not using VUM or you have not configured VUM with the Nexus 1000V software, then you’ll have to install the VEM manually before adding an ESXi host to the distributed virtual switch.
 

Perform these steps to manually install the VEM onto an ESXi host:
 


1. Using the Datastore Browser in the vSphere Client, upload the VIB file for the Nexus 1000V VEM into a datastore accessible from the ESXi host on which you want to install the VEM. This process is described in Chapter 9 in the section “Working With Installation Media.”


2. Run this command, either from a system with the vSphere CLI (vCLI) installed or from the vSphere Management Assistant:



 

 esxcli --server ESXi host IP address software vib install /vmfs/volumes/VMFS datastore name/path to VIB file



 



 

3. If prompted for username and/or password, supply the appropriate credentials to authenticate to the ESXi host.


4. After a couple of minutes, the command will complete and, if successful, will return a message that the operation completed successfully. Repeat these steps for each ESXi host you are going to add to the Nexus 1000V distributed virtual switch.




 

With the VSM configured and connected to vCenter Server and the VEM installed on the ESXi hosts, you’re ready to add hosts to the Nexus 1000V distributed virtual switch.
 

Adding an ESXi Host to the Nexus 1000V
 

Adding an ESXi host to the Nexus 1000V is, for the most part, very much like adding an ESXi host to a VMware dvSwitch.
 

Perform these steps to add an ESXi host to the Nexus 1000V distributed virtual switch:
 


1. If it’s not already running, launch the vSphere Client and connect to the vCenter Server instance with which the VSM is connected.


Although you could connect directly to an ESXi host to create the VSM VM and install the VEM, you must connect to vCenter Server to add a host to the Nexus 1000V dvSwitch. In addition, since there can be multiple instances of vCenter Server, it must be the instance of vCenter Server with which the VSM has been connected.

 

2. Navigate to the Networking inventory view.


3. Right-click on the dvSwitch object that represents the Nexus 1000V and select Add Host. This launches the Add Host To vSphere Distributed Switch wizard.


4. Place a check mark next to each ESXi host you want to add to the Nexus 1000V dvSwitch.


5. For each ESXi host, place a check mark next to the physical NICs you want to use as uplinks for the Nexus 1000V.


I generally recommend migrating only a single physical NIC over to the Nexus 1000V until you’ve verified that the dvSwitch is working as expected. Once you’ve confirmed that the Nexus 1000V configuration is correct and works, then you can migrate the remaining physical NICs.

 

6. For each selected physical NIC on each ESXi host, select the desired uplink port group on the Nexus 1000V. Unless you’ve created additional uplink port groups, there will be only the single uplink port group you created earlier in the section “Connecting the Nexus 1000V VSM to vCenter Server.”



Multiple Uplink Groups

 

One key change between a native dvSwitch and the Cisco Nexus 1000V is that the Nexus 1000V supports multiple uplink groups. When adding a host to the Nexus dvSwitch, be sure to place the physical network adapters for that host into the appropriate uplink group(s).

 




 

7. When you’re finished selecting ESXi hosts, physical NICs, and uplink port groups, click Next.


8. If you are prompted to migrate one or more VMkernel ports, choose not to migrate them. You can migrate them manually after you’ve verified the operation of the Nexus 1000V. I described the process for migrating both physical and virtual adapters in the “Managing Adapters” section of this chapter. Click Next.


9. If you are prompted to migrate VM networking, choose not to migrate them. You can migrate VM networking configurations manually after you’ve verified the operation of the Nexus 1000V. Instructions for migrating VM networking configurations are also provided in the “Managing Adapters” section in this chapter. Click Next to continue.


10. Click Finish to complete adding the ESXi host to the Nexus 1000V.




 

If you didn’t install the VEM manually but are using VUM instead, VUM will automatically push the VEM to the ESXi host as part of adding the host to the Nexus 1000V distributed virtual switch. If you installed the VEM manually, then the host is added to the dvSwitch.
 

You can verify that the host was added to the Nexus 1000V and that the VEM is working properly by logging into to the VSM and using the show module command. For each ESXi host added and working properly, there will be a Virtual Ethernet Module listed in the output of the command.
 

Removing a host from a Nexus 1000V distributed virtual switch is the same as for a native dvSwitch, so refer to those procedures in the section “Removing an ESXi Host from a Distributed vSwitch” for more information.
 

So you’ve installed the Nexus 1000V, but what’s next? In the next section, I’ll take a closer look at some common configuration tasks for the Nexus 1000V.
 

Configuring the Cisco Nexus 1000V
 

All configuration of the Nexus 1000V is handled by the VSM, typically at the CLI via SSH or Telnet. Like other members of the Cisco Nexus family, the Nexus 1000V VSM runs NX-OS, which is similar to Cisco’s Internetwork Operating System (IOS). Thanks to the increasing popularity of Cisco’s Nexus switches and the similarity between NX-OS and IOS, I expect that many IT professionals will be able to transition into NX-OS without too much difficulty.
 

The bulk of the configuration of the Nexus 1000V VSM is performed during installation. After installing the VSM and the VEMs and adding ESXi hosts to the dvSwitch, most configuration tasks after that involve creating, removing, or modifying port profiles. Port profiles are the Nexus 1000V counterpart to VMware distributed virtual port groups (dvPort groups). Every dvPort group on a Nexus 1000V corresponds to a port profile.
 

Earlier in this section I described how the Nexus 1000V brings the same creation-consumption model to the virtualized environment that currently exists in the physical environment. I’d like to expand a bit more on that concept to help further clarify the relationship between port profiles and vSphere port groups. In the physical data center environment, the networking team creates the appropriate configuration on the physical switches, and the server team consumes that configuration by connecting to the necessary ports. With the Nexus 1000V, the networking team creates the appropriate configuration on the VSM with port profiles. Those port profiles are automatically pushed into vCenter Server as dvPort groups. The server team then consumes that configuration by connecting VMs to the necessary dvPort group. Port profiles are the creation side of the model; port groups are the consumption side.
 

Now that you have a better understanding of the importance and necessity of port profiles in a Nexus 1000V environment, let’s walk through the process for creating a port profile.
 

Perform the following steps to create a new port profile:
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to the VSM, and log in as the admin user.


2. If you are not already in privileged EXEC mode, indicated by a hash sign after the prompt, enter privileged EXEC mode with the enable command, and supply the password.


3. Enter the following command to enter configuration mode:



 

config t



 



 

4. Enter the following commands to create a new port profile:



 

port-profile type vethernet port-profile-name
switchport mode access
switchport access vlan 17
vmware port-group VMware-dvPort-Group-Name
no shut
state enabled



 



 

These commands create a port profile and matching dvPort group in vCenter Server. In this example, ports in this dvPort group will be assigned to VLAN 17. Obviously, you can change the VLAN ID on the switchport access vlan statement, and you can change the name of the dvPort group using the vmware port-group statement.

 

Note that the no shut command is important; without it, virtual Ethernet ports created from this port profile will be administratively down and will not send or receive traffic.

 

5. Use the end command to exit configuration mode and return to privileged EXEC mode.


6. Copy the running configuration to the startup configuration so that it is persistent across reboots:



 

copy run start



 



 

Upon completion of these steps, a dvPort group, either with the name specified on the vmware port-group statement or with the name of the port profile, will be listed in the vSphere Client under Inventory → Networking.

 



 

Perform the following steps to delete an existing port profile and the corresponding dvPort group:
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to the VSM, and log in as the admin user.


2. If you are not already in privileged EXEC mode, indicated by a hash sign after the prompt, enter privileged EXEC mode with the enable command, and supply the password.


3. Enter the following command to enter configuration mode:



 

config t



 



 

4. Enter the following commands to create a new port profile:



 

no port-profile type vethernet port-profile-name



 



 

If there are any VMs assigned to the dvPort group, the VSM CLI will respond with an error message indicating that the port profile is currently in use. You must reconfigure the VM(s) in question to use a different dvPort group before this port profile can be removed.

 

5. The port profile and the matching dvPort group are removed. You will be able to see the dvPort group being removed in the Tasks list at the bottom of the vSphere Client.


6. Use the end command to exit configuration mode and return to privileged EXEC mode.


7. Copy the running configuration to the startup configuration so that it is persistent across reboots:



 

copy run start



 



 



 

Perform the following steps to modify an existing port profile and the corresponding dvPort group:
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to the VSM, and log in as the admin user.


2. If you are not already in privileged EXEC mode, indicated by a hash sign after the prompt, enter privileged EXEC mode with the enable command, and supply the password.


3. Enter the following command to enter configuration mode:



 

config t



 



 

4. Enter the following commands to configure a specific port profile:



 

port-profile type vethernet port-profile-name



 



 

5. Change the name of the associated dvPort group with this command:



 

vmware port-group New-VMware-dvPort-Group-Name



 



 

If there are any VMs assigned to the dvPort group, the VSM CLI will respond with an error message indicating that the port profile was updated locally but not updated in vCenter Server. You must reconfigure the VM(s) in question to use a different dvPort group and repeat this command in order for the change to take effect.

 

6. Change the access VLAN of the associated dvPort group with this command (replace 19 with an appropriate VLAN ID from your environment):



 

switchport access vlan 19



 



 

7. Remove the associated dvPort group, but leave the port profile intact with this command:



 

no state enabled



 



 

8. Shut down the ports in the dvPort group with this command:



 

shutdown



 



 



 

Because the VSM runs NX-OS, a wealth of options is available for configuring ports and port profiles. For more complete and detailed information on the Cisco Nexus 1000V, refer to the official Nexus 1000V documentation and the Cisco website at www.cisco.com.
 

Configuring Virtual Switch Security
 

Even though vSwitches and dvSwitches are considered to be “dumb switches” — with the exception of the Nexus 1000V — you can configure them with security policies to enhance or ensure Layer 2 security. For vSphere Standard Switches, you can apply security policies at the vSwitch or at the port group level. For vSphere Distributed Switches, you apply security policies only at the dvPort group level. The security settings include the following three options:
 

 

 
	Promiscuous Mode
 

 
	MAC Address Changes
 

 
	Forged Transmits
 


 

Applying a security policy to a vSwitch is effective, by default, for all connection types within the switch. However, if a port group on that vSwitch is configured with a competing security policy, it will override the policy set at the vSwitch. For example, if a vSwitch is configured with a security policy that rejects the use of MAC address changes but a port group on the switch is configured to accept MAC address changes, then any VMs connected to that port group will be allowed to communicate even though it is using a MAC address that differs from what is configured in its VMX file.
 

The default security profile for a vSwitch, shown in Figure 5.72, is set to reject Promiscuous mode and to accept MAC address changes and forged transmits. Similarly, Figure 5.73 shows the default security profile for a dvPort group on a dvSwitch.
 


Figure 5.72 The default security profile for a vSwitch prevents Promiscuous mode but allows MAC address changes and forged transmits.
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Figure 5.73 The default security profile for a dvPort group on a dvSwitch matches that for a standard vSwitch.
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Each of these security options is explored in more detail in the following sections.
 

Understanding and Using Promiscuous Mode
 

The Promiscuous Mode option is set to Reject by default to prevent virtual network adapters from observing any of the traffic submitted through the vSwitch. For enhanced security, allowing Promiscuous mode is not recommended because it is an insecure mode of operation that allows a virtual adapter to access traffic other than its own. Despite the security concerns, there are valid reasons for permitting a switch to operate in Promiscuous mode. An intrusion-detection system (IDS) requires the ability to identify all traffic to scan for anomalies and malicious patterns of traffic.
 

Previously in this chapter, I talked about how port groups and VLANs did not have a one-to-one relationship and that there might be occasions when you have multiple port groups on a vSwitch configured with the same VLAN ID. This is exactly one of those situations — you have a need for a system, the IDS, to see traffic intended for other virtual network adapters. Rather than granting that ability to all the systems on a port group, you can create a dedicated port group for just the IDS system. It will have the same VLAN ID and other settings but will allow Promiscuous Mode instead of rejecting Promiscuous mode. This allows you, the administrator, to carefully control which systems are allowed to use this powerful and potentially security-threatening feature.
 

As shown in Figure 5.74, the virtual switch security policy will remain at the default setting of Reject for the Promiscuous Mode option, while the VM port group for the IDS will be set to Accept. This setting will override the virtual switch, allowing the IDS to monitor all traffic for that VLAN.
 


Figure 5.74 Promiscuous mode, though a reduction in security, is required when using an intrusion-detection system.
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Allowing MAC Address Changes and Forged Transmits
 

When a VM is created with one or more virtual network adapters, a MAC address is generated for each virtual adapter. Just as Intel, Broadcom, and others manufacture network adapters that include unique MAC address strings, VMware is a network adapter manufacturer that has its own MAC prefix to ensure uniqueness. Of course, VMware doesn’t actually manufacture anything because the product exists as a virtual NIC in a VM. You can see the 6-byte, randomly generated MAC addresses for a VM in the configuration file (.vmx) of the VM, as shown in Figure 5.75. A VMware-assigned MAC address begins with the prefix 00:50:56 or 00:0C:29. In previous versions of ESXi, the value of the fourth set (XX) would not exceed 3F to prevent conflicts with other VMware products, but this appears to have changed in vSphere 5. The fifth and sixth sets (YY:ZZ) are generated randomly based on the Universally Unique Identifier (UUID) of the VM that is tied to the location of the VM. For this reason, when a VM location is changed, a prompt appears prior to successful boot. The prompt inquires about keeping the UUID or generating a new UUID, which helps prevent MAC address conflicts.
 


Manually Setting the MAC Address

 

Manually configuring a MAC address in the configuration file of a VM does not work unless the first three bytes are VMware-provided prefixes and the last three bytes are unique. If a non-VMware MAC prefix is entered in the configuration file, the VM will not power on.

 




 


Figure 5.75 A VM’s initial MAC address is automatically generated and listed in the configuration file for the VM.
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All VMs have two MAC addresses: the initial MAC and the effective MAC. The initial MAC address is the MAC address discussed in the previous paragraph that is generated automatically and that resides in the configuration file. The guest OS has no control over the initial MAC address. The effective MAC address is the MAC address configured by the guest OS that is used during communication with other systems. The effective MAC address is included in network communication as the source MAC of the VM. By default, these two addresses are identical. To force a non-VMware-assigned MAC address to a guest operating system, change the effective MAC address from within the guest OS, as shown in Figure 5.76.
 


Figure 5.76 A VM’s source MAC address is the effective MAC address, which by default matches the initial MAC address configured in the VMX file. The guest OS, however, may change the effective MAC address.
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The ability to alter the effective MAC address cannot be removed from the guest OS. However, the ability to let the system function with this altered MAC address is easily addressable through the security policy of a vSwitch. The remaining two settings of a virtual switch security policy are MAC Address Changes and Forged Transmits. Both of these security policies are concerned with allowing or denying differences between the initial MAC address in the configuration file and the effective MAC address in the guest OS. As noted earlier, the default security policy is to accept the differences and process traffic as needed.
 

The difference between the MAC Address Changes and Forged Transmits security settings involves the direction of the traffic. MAC Address Changes is concerned with the integrity of incoming traffic, while Forged Transmits oversees the integrity of outgoing traffic. If the MAC Address Changes option is set to Reject, traffic will not be passed through the vSwitch to the VM (incoming) if the initial and the effective MAC addresses do not match. If the Forged Transmits option is set to Reject, traffic will not be passed from the VM to the vSwitch (outgoing) if the initial and the effective MAC addresses do not match. Figure 5.77 highlights the security restrictions implemented when MAC Address Changes and Forged Transmits are set to Reject.
 


Figure 5.77 The MAC Address Changes and Forged Transmits security options deal with incoming and outgoing traffic, respectively.
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For the highest level of security, VMware recommends setting MAC Address Changes, Forged Transmits, and Promiscuous Mode on each vSwitch to Reject. When warranted or necessary, use port groups to loosen the security for a subset of VMs to connect to the port group.
 


Virtual Switch Policies for Microsoft Network Load Balancing

 

As with anything, there are, of course, exceptions. For VMs that will be configured as part of a Microsoft Network Load Balancing (NLB) cluster set in Unicast mode, the VM port group must allow MAC address changes and forged transmits. Systems that are part of an NLB cluster will share a common IP address and virtual MAC address.

 

The shared virtual MAC address is generated by using an algorithm that includes a static component based on the NLB cluster’s configuration of Unicast or Multicast mode plus a hexadecimal representation of the four octets that make up the IP address. This shared MAC address will certainly differ from the MAC address defined in the VMX file of the VM. If the VM port group does not allow for differences between the MAC addresses in the VMX and guest OS, NLB will not function as expected. VMware recommends running NLB clusters in Multicast mode because of these issues with NLB clusters in Unicast mode.

 




 

Perform the following steps to edit the security profile of a vSwitch:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click the Properties link for the virtual switch.


4. Click the name of the virtual switch under the Configuration list, and then click the Edit button.


5. Click the Security tab, and make the necessary adjustments.


6. Click OK, and then click Close.




 

Perform the following steps to edit the security profile of a port group on a vSwitch:
 


1. Use the vSphere Client to establish a connection to a vCenter Server or an ESXi host.


2. Click the hostname in the inventory pane on the left, select the Configuration tab in the details pane on the right, and then select Networking from the Hardware menu.


3. Click the Properties link for the virtual switch.


4. Click the name of the port group under the Configuration list, and then click the Edit button.


5. Click the Security tab, and make the necessary adjustments.


6. Click OK, and then click Close.




 

Perform the following steps to edit the security profile of a dvPort group on a dvSwitch:
 


1. Use the vSphere Client to establish a connection to a vCenter Server instance.


2. On the vSphere Client home screen, select the Networking option under Inventory. Alternatively, from the View menu, select Inventory → Networking.


3. Select an existing dvPort group in the inventory pane on the left, select the Summary tab in the details pane on the right, and click the Edit Settings option in the Commands section.


4. Select Security from the list of policy options on the left side of the dialog box.


5. Make the necessary adjustments to the security policy.


6. Click OK to save the changes and return to the vSphere Client.




 

Managing the security of a virtual network architecture is much the same as managing the security for any other portion of your information systems. Security policy should dictate that settings be configured as secure as possible to err on the side of caution. Only with proper authorization, documentation, and change-management processes should security be reduced. In addition, the reduction in security should be as controlled as possible to affect the least number of systems if not just the systems requiring the adjustments.
 

The Bottom Line
 

Identify the components of virtual networking.


Virtual networking is a blend of virtual switches, physical switches, VLANs, physical network adapters, virtual adapters, uplinks, NIC teaming, VMs, and port groups.

 

Master It

 

What factors contribute to the design of a virtual network and the components involved?

 

Create virtual switches (vSwitches) and distributed virtual switches (dvSwitches).


vSphere introduces a new type of virtual switch, the vSphere Distributed Virtual Switch, as well as continuing to support the host-based vSwitch (now referred to as the vSphere Standard Switch) from previous versions. vSphere Distributed Switches bring new functionality to the vSphere networking environment, including private VLANs and a centralized point of management for ESXi clusters.

 

Master It

 

You’ve asked a fellow vSphere administrator to create a vSphere Distributed Virtual Switch for you, but the administrator is having problems completing the task because they can’t find the right command-line switches for vicfg-vswitch. What should you tell this administrator?

 

Install and perform basic configuration of the Cisco Nexus 1000V.


The Cisco Nexus 1000V is the first third-party Distributed Virtual Switch for vSphere. Running Cisco’s NX-OS, the Nexus 1000V uses a distributed architecture that supports redundant supervisor modules and provides a single point of management. Advanced networking functionality like quality of service (QoS), access control lists (ACLs), and SPAN ports is made possible via the Nexus 1000V.

 

Master It

 

A vSphere administrator is trying to use the vSphere Client to make some changes to the VLAN configuration of a dvPort group configured on a Nexus 1000V, but the option to edit the settings for the dvPort group isn’t showing up. Why?

 

Create and manage NIC teaming, VLANs, and private VLANs.


NIC teaming allows for virtual switches to have redundant network connections to the rest of the network. Virtual switches also provide support for VLANs, which provide logical segmentation of the network, and private VLANs, which provide added security to existing VLANs while allowing systems to share the same IP subnet.

 

Master It

 

You’d like to use NIC teaming to bond multiple physical uplinks together for greater redundancy and improved throughput. When selecting the NIC teaming policy, you select Route Based On IP Hash, but then the vSwitch seems to lose connectivity. What could be wrong?

 

Configure virtual switch security policies.


Virtual switches support security policies for allowing or rejecting Promiscuous Mode, allowing or rejecting MAC address changes, and allowing or rejecting forged transmits. All of the security options can help increase Layer 2 security.

 

Master It

 

You have a networking application that needs to see traffic on the virtual network that is intended for other production systems on the same VLAN. The networking application accomplishes this by using Promiscuous mode. How can you accommodate the needs of this networking application without sacrificing the security of the entire virtual switch?

 


  
Chapter 6
 

Creating and Configuring Storage Devices
 

The storage infrastructure supporting VMware vSphere has always been a critical element of any virtual infrastructure. This chapter will help you with all the elements required for a proper storage subsystem design, starting with vSphere storage fundamentals at the datastore and VM level and extending to best practices for configuring the storage array. Good storage design is critical for anyone building a virtual datacenter.
 

In this chapter, you will learn to
 

 

 
	Differentiate and understand the fundamentals of shared storage, including SANs and NAS
 

 
	Understand vSphere storage options
 

 
	Configure storage at the vSphere layer
 

 
	Configure storage at the VM layer
 

 
	Leverage best practices for SAN and NAS storage with vSphere
 


 

Reviewing the Importance of Storage Design
 

Storage design has always been important, but it becomes more so as vSphere is used for larger workloads, for mission-critical applications, for larger clusters, and as the basis for Infrastructure as a Service (IaaS)–based offerings in a nearly 100 percent virtualized datacenter. You can probably imagine why this is the case:
 


Advanced Capabilities Many of vSphere’s advanced features depend on shared storage; vSphere High Availability (HA), vMotion, vSphere Distributed Resource Scheduler (DRS), vSphere Fault Tolerance (FT), and VMware vCenter Site Recovery Manager all have a critical dependency on shared storage.

 

Performance People understand the benefits that virtualization brings—consolidation, higher utilization, more flexibility, and higher efficiency. But often, people have initial questions about how vSphere can deliver performance for individual applications when it is inherently consolidated and oversubscribed. Likewise, the overall performance of the VMs and the entire vSphere cluster are both dependent on shared storage, which is also highly consolidated and oversubscribed.

 

Availability The overall availability of your virtualized infrastructure—and by extension, the VMs running on that infrastructure—is dependent on the shared storage infrastructure. Designing high availability into this infrastructure element is paramount. If the storage is not available, vSphere HA will not be able to recover, and the aggregate community of VMs can be affected. (I discuss vSphere HA in detail in Chapter 7, “Ensuring High Availability and Business Continuity.”)

 



 

While design choices at the server layer can make the vSphere environment relatively more or less optimal, design choices for shared resources such as networking and storage can sometimes make the difference between virtualization success and failure. This is especially true for storage because of its critical role. The importance of storage design and storage design choices remains true regardless of whether you are using storage area networks (SANs), which present shared storage as disks or logical units (LUNs); network attached storage (NAS), which presents shared storage as remotely accessed filesystems; or a mix of both. Done correctly, you can create a shared storage design that lowers the cost and increases the efficiency, performance, availability, and flexibility of your vSphere environment.
 

This chapter breaks down these topics into the following main sections:
 

 

 
	“Examining Shared Storage Fundamentals” covers broad topics of shared storage that are critical with vSphere, including hardware architectures, protocol choices, and key terminology. Although these topics will be applicable to any environment that uses shared storage, understanding these core technologies is a prerequisite to understanding how to apply storage technology in a vSphere implementation.
 

 
	“Implementing vSphere Storage Fundamentals” covers how storage technologies covered in the previous section are applied and used in vSphere environments. This section is broken down into a section on VMFS datastores (“Working with VMFS Datastores”), raw device mappings (“Working with Raw Device Mappings”), NFS datastores (“Working with NFS Datastores”), and VM-level storage configurations (“Working with VM-Level Storage Configuration”).
 

 
	“Leveraging SAN and NAS Best Practices” covers how to pull together all the topics discussed to move forward with a design that will support a broad set of vSphere environments.
 


 

Examining Shared Storage Fundamentals
 

vSphere 5 offers numerous storage choices and configuration options relative to previous versions of vSphere or to non-virtualized environments. These choices and configuration options apply at two fundamental levels: the virtualization layer and the VM layer. The storage requirements for a vSphere environment and the VMs it supports are unique, making broad generalizations impossible. The requirements for any given vSphere environment span use cases ranging from virtual servers to desktops to templates and virtual CD/DVD (ISO) images. The virtual server use cases vary from light utility VMs with few storage performance considerations to the largest database workloads possible, with incredibly important storage layout considerations.
 

Let’s start by examining this at a fundamental level. Figure 6.1 shows a simple three-host vSphere environment attached to shared storage.
 


Figure 6.1 When ESXi hosts are connected to same shared storage, they share its capabilities.
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It’s immediately apparent that the ESXi hosts and the VMs will be contending for the shared storage asset. In a way similar to how ESXi can consolidate many VMs onto a single ESXi host, the shared storage consolidates the storage needs of all the VMs.
 

What are the implications of this? The VMs will depend on and share the performance characteristics of the underlying storage configuration that supports them, just as they depend on and share the performance characteristics of the compute platform. When sizing or designing the compute platform, you hone in on key attributes like CPU speed (measured in megahertz), memory (measured in megabytes), and virtual CPU (vCPU) configuration. Similarly, when sizing or designing the storage solution, you focus on attributes like capacity (gigabytes or terabytes) and performance, which is measured in bandwidth (megabytes per second, or MBps), throughput (I/O operations per second or IOps), and latency (in milliseconds).
 


Determining Performance Requirements

 

How do you determine the storage performance requirements of an application that will be virtualized, a single ESXi host, or even a complete vSphere environment? There are many rules of thumb for key applications, and the best practices for every application could fill a book. Here are some quick considerations: 
 

 
	Online transaction processing (OLTP) databases need low latency (as low as you can get, but a few milliseconds is a good target). They are also sensitive to input/output operations per second (IOps), because their I/O size is small (4 KB to 8 KB). TPC-C and TPC-E benchmarks generate this kind of I/O pattern.
 

 
	Decision support system/business intelligence databases and SQL Servers that support Microsoft Office SharePoint Server need high bandwidth, which can be hundreds of megabytes per second because their I/O size is large (64 KB to 1 MB). They are not particularly sensitive to latency; TPC-H benchmarks generate the kind of I/O pattern used by these use cases.
 

 
	Copying files, deploying from templates, using Storage vMotion, and backing up VMs (within the guest or from a proxy server via vSphere Storage APIs) without using array-based approaches generally all need high bandwidth. In fact, the more, the better.
 



 


 

So, what does vSphere need? The answer is basic—the needs of the vSphere environment are the aggregate sum of all the use cases across all the VMs, which can cover a broad set of requirements. If the VMs are all small-block workloads and you don’t do backups inside guests (which generate large-block workloads), then it’s all about IOps. If the VMs are all large-block workloads, then it’s all about MBps. More often than not, a virtual datacenter has a mix, so the storage design should be flexible enough to deliver a broad range of capabilities—but without overbuilding.

 

How can you best determine what you will need? With small workloads, too much planning can result in overbuilding. You can use simple tools, including VMware Capacity Planner, Windows Perfmon, and top in Linux, to determine the I/O pattern of the applications and OSes that will be virtualized.

 

Also, if you have many VMs, consider the aggregate performance requirements, and don’t just look at capacity requirements. After all, 1,000 VMs with 10 IOps each need an aggregate of 10,000 IOps, which is 50 to 80 fast spindle’s worth, regardless of the capacity (in gigabytes or terabytes) needed.

 

Use large pool designs for generic, light workload VMs.

 

Conversely, focused, larger VM I/O workloads (such as virtualized SQL Servers, SharePoint, Exchange, and other use cases) should be where you spend some time planning and thinking about layout. There are numerous VMware published best practices and a great deal of VMware partner reference architecture documentation that can help with virtualizing Exchange, SQL Server, Oracle, and SAP workloads. I have listed a few resources for you: 
 

 
	Exchange www.vmware.com/solutions/business-critical-apps/exchange/resources.html

 


 

 
	SQL Server www.vmware.com/solutions/business-critical-apps/sql/resources.html

 


 

 
	Oracle www.vmware.com/solutions/business-critical-apps/oracle/

 


 

 
	SAP www.vmware.com/partners/alliances/technology/sap-resources.html

 


 



 


 




 

As with performance, the overall availability of the vSphere environment and the VMs is dependent on the same shared storage infrastructure, so a robust design is paramount. If the storage is not available, vSphere HA will not be able to recover, and the consolidated community of VMs will be affected.
 

Note that I said the “consolidated community of VMs.” That statement underscores the need to typically put more care and focus on the availability of the configuration than on the performance or capacity requirements. In virtual configurations, the availability impact of storage issues is more pronounced, so greater care needs to be used in an availability design than in the physical world. It’s not just one workload being affected—it’s multiple workloads.
 

At the same time, advanced vSphere options such as Storage vMotion and advanced array techniques allow you to add, move, or change storage configurations nondisruptively, making it unlikely that you’ll create a design where you can’t nondisruptively fix performance issues.
 

Before going too much further, it’s important to cover several basics of storage:
 

 

 
	Local storage versus shared storage
 

 
	Common storage array architectures
 

 
	RAID technologies
 

 
	Midrange and enterprise storage array design
 

 
	Protocol choices
 


 

I’ll start with a brief discussion of local storage versus shared storage.
 

Comparing Local Storage with Shared Storage
 

An ESXi host can have one or more storage options actively configured, including the following:
 

 

 
	Local SAS/SATA/SCSI storage
 

 
	Fibre Channel
 

 
	Fibre Channel over Ethernet (FCoE)
 

 
	iSCSI using software and hardware initiators
 

 
	NAS (specifically, NFS)
 

 
	InfiniBand
 


 

Local storage is used in a limited fashion with vSphere in general because so many of vSphere’s advanced features—such as vMotion, vSphere HA, vSphere DRS, and vSphere FT—require shared storage. With vSphere Auto Deploy and the ability to deploy ESXi images directly to RAM at boot time coupled with host profiles to automate the configuration, in some environments local storage in vSphere 5 serves even less of a function than it did in previous versions.
 

So, how carefully do you need to design your local storage? The answer is simple—generally speaking, careful planning is not necessary for storage local to the ESXi host. ESXi stores very little locally, and by using host profiles and distributed virtual switches, it can be easy and fast to replace a failed ESXi host. During this time, vSphere HA will make sure the VMs are running on the other ESXi hosts in the cluster. Don’t sweat HA design in local storage for ESXi. Spend the effort making your shared storage design robust.
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No Local Storage? No Problem!

 

What if you don’t have local storage? (Perhaps you have a diskless blade system, for example.) There are many options for diskless systems, including booting from Fibre Channel/iSCSI SAN and network-based boot methods like vSphere Auto Deploy (discussed in Chapter 2, “Planning and Installing VMware ESXi”). There is also the option of using USB boot, a technique that I’ve employed on numerous occasions in lab environments. Both Auto Deploy and USB boot give you some flexibility in quickly reprovisioning hardware or deploying updated versions of vSphere, but there are some quirks, so plan accordingly. Refer to Chapter 2 for more details on selecting the configuration of your ESXi hosts.

 




 

Shared storage is the basis for most vSphere environments because it supports the VMs themselves and because it is a requirement for many of vSphere’s features. Shared storage in both SAN configurations (which encompasses Fibre Channel, FCoE, and iSCSI) and NAS is always highly consolidated. This makes it efficient. As I mentioned previously, in the same way that vSphere can take many servers with 10 percent utilized CPU and memory and consolidate them to make them 80 percent utilized, SAN/NAS can take the direct attached storage in physical servers that are 10 percent utilized and consolidate them to 80 percent utilization.
 

As you can see, shared storage is a key design point. It’s therefore important to understand some of the array architectures that vendors use to provide shared storage to vSphere environments. The high-level overview in the following section is neutral on specific storage array vendors, because the internal architectures vary tremendously.
 

Defining Common Storage Array Architectures
 

This section is remedial for anyone with basic storage experience, but is needed for vSphere administrators with no storage knowledge. For people unfamiliar with storage, the topic can be a bit disorienting at first. Servers across vendors tend to be relatively similar, but the same logic can’t be applied to the storage layer because core architectural differences between storage vendor architectures are vast. In spite of that, storage arrays have several core architectural elements that are consistent across vendors, across implementations, and even across protocols.
 

The elements that make up a shared storage array consist of external connectivity, storage processors, array software, cache memory, disks, and bandwidth:
 


External Connectivity The external (physical) connectivity between the storage array and the hosts (in this case, the ESXi hosts) is generally Fibre Channel or Ethernet, though InfiniBand and other rare protocols exist. The characteristics of this connectivity define the maximum bandwidth (given no other constraints, and there usually are other constraints) of the communication between the ESXi host and the shared storage array.

 

Storage Processors Different vendors have different names for storage processors, which are considered the brains of the array. They handle the I/O and run the array software. In most modern arrays, the storage processors are not purpose-built application-specific integrated circuits (ASICs), but instead are general-purpose CPUs. Some arrays use PowerPC, some use specific ASICs, and some use custom ASICs for specific purposes. But in general, if you cracked open an array, you would most likely find an Intel or AMD CPU.

 

Array Software Although hardware specifications are important and can define the scaling limits of the array, just as important are the functional capabilities the array software provides. The array software is at least as important as the array hardware. The capabilities of modern storage arrays are vast—similar in scope to vSphere itself—and vary wildly among vendors. At a high level, the following list includes some examples of these array capabilities; this is not an exhaustive list but does include the key functions: 
 

 
	Remote storage replication for disaster recovery. These technologies come in many flavors with features that deliver varying capabilities. These include varying recovery point objectives (RPOs)—which are a reflection of how current the remote replica is at any time, ranging from synchronous to asynchronous and continuous. Asynchronous RPOs can range from minutes to hours, and continuous is a constant remote journal that can recover to varying RPOs. Other examples of remote replication technologies are technologies that drive synchronicity across storage objects or “consistency technology,” compression, and many other attributes, such as integration with VMware vCenter Site Recovery Manager

 
	Snapshot and clone capabilities for instant point-in-time local copies for test and development and local recovery. These also share some of the ideas of the remote replication technologies like “consistency technology,” and some variations of point-in-time protection and replicas also have TiVo-like continuous journaling locally and remotely, where you can recover/copy any point in time

 
	Capacity-reduction techniques such as archiving and deduplication

 
	Automated data movement between performance/cost storage tiers at varying levels of granularity

 
	LUN/filesystem expansion and mobility, which means reconfiguring storage properties dynamically and nondisruptively to add capacity or performance as needed

 
	Thin provisioning, which typically involves allocation of storage on demand as applications and workloads require it

 
	Storage quality of service (QoS), which means prioritizing I/O to deliver a given MBps, IOps, or latency



 


 

The array software defines the “persona” of the array, which in turn impacts core concepts and behavior in a variety of ways. Arrays generally have a “file server” persona (sometimes with the ability to do some block storage by presenting a file as a LUN) or a “block” persona (generally with no ability to act as a file server). In some cases, arrays are combinations of file servers and block devices.

 

Cache Memory Every array differs as to how cache memory is implemented, but all have some degree of nonvolatile memory used for various caching functions—delivering lower latency and higher IOps throughput by buffering I/O using write caches and storing commonly read data to deliver a faster response time using read caches. Nonvolatility (meaning ability to survive a power loss) is critical for write caches because the data is not yet committed to disk, but it’s not critical for read caches. Cached performance is often used when describing shared storage array performance maximums (in IOps, MBps, or latency) in specification sheets. These results are generally not reflective of real-world scenarios. In most real-world scenarios, performance tends to be dominated by the disk performance (the type and number of disks) and is helped by write caches in most cases, but only marginally by read caches (with the exception of large relational database management systems, which depend heavily on read-ahead cache algorithms). One vSphere use case that is helped by read caches is a situation where many boot images are stored only once (through the use of vSphere or storage array technology), but this is also a small subset of the overall VM I/O pattern.

 

Disks Arrays differ as to which type of disks (often called spindles) they support and how many they can scale to support. Drives are described according to two different attributes. First, drives are often separated by the drive interface they use: Fibre Channel, serial-attached SCSI (SAS), and serial ATA (SATA). In addition, drives—with the exception of enterprise flash drives (EFDs)—are also described by their rotational speed, noted in revolutions per minute (RPM). Fibre Channel drives typically come in 15K RPM and 10K RPM variants, SATA drives are usually found in 5,400 RPM and 7,200 RPM variants, and SAS drives are usually 15K RPM or 10K RPM variants. Second, EFDs, which are becoming mainstream, are solid state and have no moving parts; therefore rotational speed does not apply. The type of disks and the number of disks are very important. Coupled with how they are configured, this is usually the main determinant of how a storage object (either a LUN for a block device or a filesystem for a NAS device) performs. Shared storage vendors generally use disks from the same disk vendors, so this is an area where there is commonality across shared storage vendors. The following list is a quick reference on what to expect under a random read/write workload from a given disk drive: 
 

 
	7,200 RPM SATA: 80 IOps

 
	10K RPM SATA/SAS/Fibre Channel: 120 IOps

 
	15K RPM SAS/Fibre Channel: 180 IOps

 
	A commercial solid-state drive (SSD) based on Multi-Level Cell (MLC) technology: 1,000–2,000 IOps

 
	An Enterprise Flash Drive (EFD) based on Single-Level cell (SLC) technology and much deeper, very high-speed memory buffers: 6,000–30,000 IOps



 


 

Bandwidth (Megabytes per second) Performance tends to be more consistent across drive types when large-block, sequential workloads are used (such as single-purpose workloads like archiving or backup to disk), so in these cases, large SATA drives deliver strong performance at a low cost.

 



 

Explaining RAID
 

Redundant Array of Inexpensive (sometimes “Independent”) Disks (RAID) is a fundamental and critical method of storing the same data several times. RAID is used not only to increase the data availability (by protecting against the failure of a drive) but also to scale performance beyond that of a single drive. Every array implements various RAID schemes (even if it is largely invisible in file server persona arrays where RAID is done below the filesystem, which is the primary management element).
 

Think of it this way: disks are mechanical, spinning, rust-colored surfaces. The read/write heads are flying microns above the surface. While they are doing this, they read minute magnetic field variations, and using similar magnetic fields, they write data by affecting surface areas also only microns in size.
 


The “Magic” of Disk Drive Technology

 

It really is a technological miracle that magnetic disks work at all. What a disk does all day long is analogous to a 747 flying 600 miles per hour 6 inches off the ground and reading pages in a book while doing it!

 




 

In spite of the technological wonder of hard disks, they have unbelievable reliability statistics. But they do fail—and fail predictably, unlike other elements of a system. RAID schemes address this by leveraging multiple disks together and using copies of data to support I/O until the drive can be replaced and the RAID protection can be rebuilt. Each RAID configuration tends to have different performance characteristics and different capacity overhead impact.
 

I recommend that you view RAID choices as one factor among several in your design, not as the most important but not as the least important either. Most arrays layer additional constructs on top of the basic RAID protection. (These constructs have many different names, but ones that are common are metas, virtual pools, aggregates, and volumes.)
 

Remember, all the RAID protection in the world won’t protect you from an outage if the connectivity to your host is lost, if you don’t monitor and replace failed drives and allocate drives as hot spares to automatically replace failed drives, or if the entire array is lost. It’s for these reasons that it’s important to design the storage network properly, to configure hot spares as advised by the storage vendor, and to monitor for and replace failed elements. Always consider a disaster-recovery plan and remote replication to protect from complete array failure.
 

Let’s examine the RAID choices:
 


RAID 0 This RAID level offers no redundancy and no protection against drive failure (see Figure 6.2). In fact, it has a higher aggregate risk than a single disk because any single disk failing affects the whole RAID group. Data is spread across all the disks in the RAID group, which is often called a stripe. Although it delivers fast performance, this is the only RAID type that is not appropriate for any production vSphere use because of the availability profile.

 

RAID 1, 1+0, 0+1 These mirrored RAID levels offer high degrees of protection but at the cost of 50 percent loss of usable capacity (see Figure 6.3). This is versus the raw aggregate capacity of the sum of the capacity of the drives. RAID 1 simply writes every I/O to two drives and can balance reads across both drives (because there are two copies). This can be coupled with RAID 0 to form RAID 1+0 (or RAID 10), which mirrors a stripe set, or to form RAID 0+1, which stripes data across pairs of mirrors. This has the benefit of being able to withstand multiple drives failing, but only if the drives fail on different elements of a stripe on different mirrors. The other benefit of mirrored RAID configuration is that, in the case of a failed drive, rebuild times can be very rapid, which shortens periods of exposure.

 

Parity RAID (RAID 5, RAID 6) These RAID levels use a mathematical calculation (an XOR parity calculation) to represent the data across several drives. This tends to be a good compromise between the availability of RAID 1 and the capacity efficiency of RAID 0. RAID 5 calculates the parity across the drives in the set and writes the parity to another drive. This parity block calculation with RAID 5 is rotated among the arrays in the RAID 5 set. (RAID 4 is a variant that uses a dedicated parity disk rather than rotating the parity across drives.)

 

Parity RAID schemes can deliver very good performance, but there is always some degree of write penalty. For a full-stripe write, the only penalty is the parity calculation and the parity write, but in a partial-stripe write, the old block contents need to be read, a new parity calculation needs to be made, and all the blocks need to be updated. However, generally modern arrays have various methods to minimize this effect.

 

Read performance, on the other hand, is generally excellent, because a larger number of drives can be read from than with mirrored RAID schemes. RAID 5 nomenclature refers to the number of drives in the RAID group, so Figure 6.4 would be referred to as a RAID 5 4+1 set. In the figure, the storage efficiency (in terms of usable to raw capacity) is 80 percent, which is much better than RAID 1 or 10.

 

RAID 5 can be coupled with stripes, so RAID 50 is a pair of RAID 5 sets with data striped across them.

 

When a drive fails in a RAID 5 set, I/O can be fulfilled using the remaining drives and the parity drive, and when the failed drive is replaced, the data can be reconstructed using the remaining data and parity.

 



 


A Key RAID 5 Consideration

 

One downside to RAID 5 is that only one drive can fail in the RAID set. If another drive fails before the failed drive is replaced and rebuilt using the parity data, data loss occurs. The period of exposure to data loss because of the second drive failing should be mitigated.

 

The period of time that a RAID 5 set is rebuilding should be as short as possible to minimize the risk. The following designs aggravate this situation by creating longer rebuild periods: 
 

 
	Very large RAID groups (think 8+1 and larger), which require more reads to reconstruct the failed drive.
 

 
	Very large drives (think 1 TB SATA and 500 GB Fibre Channel drives), which cause more data to be rebuilt.
 

 
	Slower drives that struggle heavily during the period when they are providing the data to rebuild the replaced drive and simultaneously support production I/O (think SATA drives, which tend to be slower during the random I/O that characterizes a RAID rebuild). The period of a RAID rebuild is actually one of the most stressful parts of a disk’s life. Not only must it service the production I/O workload, but it must also provide data to support the rebuild, and it is known that drives are statistically more likely to fail during a rebuild than during normal duty cycles.
 



 


 

The following technologies all mitigate the risk of a dual drive failure (and most arrays do various degrees of each of these items): 
 

 
	Using proactive hot sparing, which shortens the period of the rebuild substantially by automatically starting the hot spare before the drive fails. The failure of a disk is generally preceded with read errors (which are recoverable; they are detected and corrected using on-disk parity information) or write errors, both of which are noncatastrophic. When a threshold of these errors occurs before the disk itself fails, the failing drive is replaced by a hot spare by the array. This is much faster than the rebuild after the failure, because the bulk of the failing drive can be used for the copy and because only the portions of the drive that are failing need to use parity information from other disks.
 

 
	Using smaller RAID 5 sets (for faster rebuild) and striping the data across them using a higher-level construct.
 

 
	Using a second parity calculation and storing this on another disk.
 



 


 




 


Figure 6.2 In a RAID 0 configuration, the data is striped across all the disks in the RAID set, providing very good performance but very poor availability.
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Figure 6.3 This RAID 10 2+2 configuration provides good performance and good availability, but at the cost of 50 percent of the usable capacity.
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Figure 6.4 A RAID 5 4+1 configuration offers a balance between performance and efficiency.
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As described in the sidebar “A Key RAID 5 Consideration,” one way to protect against data loss in the event of a single drive failure in a RAID 5 set is to use another parity calculation. This type of RAID is called RAID 6 (RAID-DP is a RAID 6 variant that uses two dedicated parity drives, analogous to RAID 4). This is a good choice when large RAID groups and SATA are used.
 

Figure 6.5 shows an example of a RAID 6 4+2 configuration. The data is striped across four disks, and a parity calculation is stored on the fifth disk. A second parity calculation is stored on another disk. RAID 6 rotates the parity location with I/O, and RAID-DP uses a pair of dedicated parity disks. This provides good performance and good availability but a loss in capacity efficiency. The purpose of the second parity bit is to withstand a second drive failure during RAID rebuild periods. It is important to use RAID 6 in place of RAID 5 if you meet the conditions noted in the previous sidebar and are unable to otherwise use the mitigation methods noted.
 


Figure 6.5 A RAID 6 4+2 configuration offers protection against double drive failures.
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While this is a reasonably detailed discussion of RAID levels, what you should take from this discussion is that you shouldn’t worry about it too much. There are generally more important considerations. Just don’t use RAID 0. Use hot spare drives and follow the vendor best practices on hot spare density. EMC, for example, generally recommends one hot spare for every 30 drives in its arrays. Just be sure to check with your storage vendor for their specific recommendations. Compellent, for example, recommends one hot spare per drive type and per drive shelf.
 

For most vSphere implementations, RAID 5 is a good balance of capacity efficiency, performance, and availability. Use RAID 6 if you have to use large SATA RAID groups or don’t have proactive hot spares. RAID 10 schemes still make sense in conditions that need significant write performance. Remember that for your vSphere environment it doesn’t all have to be one RAID type; in fact, mixing different RAID types can be very useful to deliver different tiers of performance/availability.
 

For example, you can use most datastores with RAID 5 as the default LUN configuration, sparingly use RAID 10 schemes where needed, and use Storage vMotion to nondisruptively make the change for the particular VM that needs it.
 

You should definitely make sure that you have enough spindles in the RAID group to meet the aggregate workload of the LUNs you create in that RAID group. The RAID type will affect the ability of the RAID group to support the workload, so keep RAID overhead (like the RAID 5 write penalty) in mind. Fortunately, some storage arrays have the ability to nondisruptively add spindles to a RAID group to add performance as needed, so if you find that you need more performance, you can correct it. Storage vMotion can also help you manually balance workloads.
 

Now let’s take a closer look at some specific storage array design architectures that will impact your vSphere storage environment.
 

Understanding Midrange and Enterprise Storage Array Design
 

There are some major differences in physical array design that can be pertinent in a vSphere design.
 

Traditional midrange storage arrays are generally arrays with dual-storage processor cache designs where the cache is localized to one storage processor or another, but commonly mirrored between them. (Remember that all vendors call storage processors something slightly different; sometimes they are called controllers, heads, engines, or nodes.) In cases where one of the storage processors fails, the array remains available, but in general, performance is degraded (unless you drive the storage processors to only 50 percent storage processor utilization during normal operation).
 

Enterprise storage arrays are generally considered to be those that scale to many more controllers and a much larger global cache (memory can be accessed through some common shared model). In these cases, multiple elements can fail while the array is being used at a very high degree of utilization—without any significant performance degradation. Other characteristics of enterprise arrays are support for mainframes and other characteristics that are beyond the scope of this book.
 

Hybrid designs exist as well, such as scale-out designs where they can scale out to more than two storage processors but without the features otherwise associated with enterprise storage arrays. Often these are iSCSI-only arrays and leverage iSCSI redirection techniques (which are not options of the Fibre Channel or NAS protocol stacks) as a core part of their scale-out design.
 

Where it can be confusing is that VMware and storage vendors use the same words to express different things. To most storage vendors, an active-active storage array is an array that can service I/O on all storage processor units at once, and an active-passive design is a system where one storage process is idle until it takes over for the failed unit. VMware has specific nomenclature for these terms that is focused on the model for a specific LUN. VMware defines active-active and active-passive arrays in the following way (this information is taken from the vSphere Storage Guide):
 


Active-Active Storage System An active-active storage system provides access to LUNs simultaneously through all available storage ports without significant performance degradation. Barring a path failure, all paths are active at all times.

 

Active-Passive Storage System In an active-passive storage system, one storage processor is actively providing access to a given LUN. Other processors act as backup for the LUN and can be actively servicing I/O to other LUNs. In the event of the failure of an active storage port, one of the passive storage processors can be activated to handle I/O.

 

Asymmetrical Storage System An asymmetrical storage system supports Asymmetric Logical Unit Access (ALUA), which allows storage systems to provide different levels of access per port. This permits the hosts to determine the states of target ports and establish priority for paths. (See the sidebar “The Fine Line between Active-Active and Active-Passive” for more details on ALUA.)

 

Virtual Port Storage System Access to all LUNs is provided through a single virtual port. These are active-active devices where the multiple connections are disguised behind the single virtual port. Virtual port storage systems handle failover and connection balancing transparently, which is often referred to as “transparent failover.”

 



 

This distinction between array types is important because VMware’s definition is based on the multipathing mechanics, not whether you can use both storage processors at once. The active-active and active-passive definitions apply equally to Fibre Channel (and FCoE) and iSCSI arrays, and the virtual port definition applies to only iSCSI (because it uses an iSCSI redirection mechanism that is not possible on Fibre Channel/FCoE).
 


The Fine Line between Active-Active and Active-Passive

 

Wondering why VMware specifies “without significant performance degradation” in the active-active definition? The reason is found within ALUA, a standard supported by many midrange arrays. vSphere supports ALUA with arrays that implement ALUA compliant with the SPC-3 standard.

 

Midrange arrays usually have an internal interconnect between the two storage processors used for write cache mirroring and other management purposes. ALUA was an addition to the SCSI standard that enables a LUN to be presented on its primary path and on an asymmetrical (significantly slower) path via the secondary storage processor, transferring the data over this internal interconnect.

 

The key is that the “non-optimized path” generally comes with a significant performance degradation. The midrange arrays don’t have the internal interconnection bandwidth to deliver the same response on both storage processors, because there is usually a relatively small, or higher latency, internal interconnect used for cache mirroring that is used for ALUA versus enterprise arrays that have a very-high-bandwidth internal model.

 

Without ALUA, on an array with an active-passive LUN ownership model, paths to a LUN are shown as active, standby (designates that the port is reachable but is on a processor that does not have the LUN), and dead. When the failover mode is set to ALUA, a new state is possible: active non-optimized. This is not shown distinctly in the vSphere Client GUI, but looks instead like a normal active path. The difference is that it is not used for any I/O.

 

So, should you configure your midrange array to use ALUA? Follow your storage vendor’s best practice. For some arrays this is more important than others. Remember, however, that the non-optimized paths will not be used even if you select the Round Robin policy. An active-passive array using ALUA is not functionally equivalent to an active-passive array where all paths are used. This behavior can be different if using a third-party multipathing module—see the “Reviewing Multipathing” section.

 




 

By definition, all enterprise arrays are active-active arrays (by VMware’s definition), but not all midrange arrays are active-passive. To make things even more confusing, not all active-active arrays (again, by VMware’s definition) are enterprise arrays!
 

So, what do you do? What kind of array architecture is the right one for VMware? The answer is simple: as long as you select one on VMware’s Hardware Compatibility List (HCL), they all work; you just need to understand how the one you have works.
 

Most customers’ needs are well met by midrange arrays, regardless of whether they have an active-active, active-passive, or virtual port (iSCSI only) design or whether they are NAS devices. Generally, only the most mission-critical virtual workloads at the highest scale require the characteristics of enterprise-class storage arrays. In these cases, scale refers to VMs that number in the thousands, datastores that number in the hundreds, local and remote replicas that number in the hundreds, and the highest possible workloads—all that perform consistently even after component failures.
 

The most important considerations are as follows:
 

 

 
	If you have a midrange array, recognize that it is possible to oversubscribe the storage processors significantly. In such a situation, if a storage processor fails, performance will be degraded. For some customers, that is acceptable because storage processor failure is rare. For others, it is not, in which case you should limit the workload on either storage processor to less than 50 percent or consider an enterprise array.
 

 
	Understand the failover behavior of your array. Active-active arrays use the fixed-path selection policy by default, and active-passive arrays use the most recently used (MRU) policy by default. (See the “Reviewing Multipathing” section for more information.)
 

 
	Do you need specific advanced features? For example, if you want to do disaster recovery, make sure your array has integrated support on the VMware vCenter Site Recovery Manager HCL. Or, do you need array-integrated VMware snapshots? Do they have integrated management tools? Do they have a vSphere Storage API road map? Ask your array vendor to illustrate its VMware integration and the use cases it supports.
 


 

I’m now left with the last major area of storage fundamentals before I move on to discussing storage in a vSphere-specific context. The last remaining area deals with choosing a storage protocol.
 

Choosing a Storage Protocol
 

vSphere offers several shared storage protocol choices, including Fibre Channel, FCoE, iSCSI, and Network File System (NFS), which is a form of NAS. A little understanding of each goes a long way in designing the storage for your vSphere environment.
 

Reviewing Fibre Channel
 


  














































SANs are most commonly associated with Fibre Channel storage, because Fibre Channel was the first protocol type used with SANs. However, SAN refers to a network topology, not a connection protocol. Although people often use the acronym SAN to refer to a Fibre Channel SAN, it is completely possible to create a SAN topology using different types of protocols, including iSCSI, FCoE, and InfiniBand.
 

SANs were initially deployed to mimic the characteristics of local or direct attached SCSI devices. A SAN is a network where storage devices (logical units—or LUNs—just like on a SCSI or SAS controller) are presented from a storage target (one or more ports on an array) to one or more initiators. An initiator is usually a host bus adapter (HBA) or converged network adapter (CNA), though software-based initiators are available for iSCSI and FCoE. See Figure 6.6.
 


Figure 6.6 A Fibre Channel SAN presents LUNs from a target array (in this case an EMC Symmetrix VMAX) to a series of initiators (in this case a Cisco Virtual Interface Controller).
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Today, Fibre Channel HBAs have roughly the same cost as high-end multiported Ethernet interfaces or local SAS controllers, and the per-port cost of a Fibre Channel switch is about twice that of a high-end managed Ethernet switch.
 

Fibre Channel uses an optical interconnect (though there are copper variants), which is used since the Fibre Channel protocol assumes a very high-bandwidth, low-latency, and lossless physical layer. Standard Fibre Channel HBAs today support very-high-throughput, 4 Gbps and 8 Gbps connectivity in single-, dual-, and even quad-ported options. Older, obsolete HBAs supported only 2 Gbps. Some HBAs supported by ESXi are the QLogic QLE2462 and Emulex LP10000. You can find the authoritative list of supported HBAs on the VMware HCL at www.vmware.com/resources/compatibility/search.php. For end-to-end compatibility (in other words, from host to HBA to switch to array), every storage vendor maintains a similar compatibility matrix. For example, EMC e-Lab is generally viewed as the most expansive storage interoperability matrix.
 

Although in the early days of Fibre Channel there were many different types of cables and there was the interoperability of various Fibre Channel initiators, firmware revisions, switches, and targets (arrays), today interoperability is broad. Still, it is always a best practice to check and maintain your environment to be current with the vendor interoperability matrix. From a connectivity standpoint, almost all cases use a common OM2 (orange-colored cables) multimode duplex LC/LC cable, as shown in Figure 6.7. There is a newer OM3 (aqua-colored cables) standard that is used for longer distances and is generally used for 10 Gbps Ethernet and 8 Gbps Fibre Channel (which otherwise have shorter distances using OM2). They all plug into standard optical interfaces.
 


Figure 6.7 A standard Fibre Channel multimode duplex LC/LC fiber-optic cable. Historically viewed as more expensive than Ethernet, they cost roughly the same as Cat5e. This 3-meter cable, for example, cost $5 U.S.
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The Fibre Channel protocol can operate in three modes: point-to-point (FC-P2P), arbitrated loop (FC-AL), and switched (FC-SW). Point-to-point and arbitrated loop are rarely used today for host connectivity, and they generally predate the existence of Fibre Channel switches. FC-AL is commonly used by some array architectures to connect their backend spindle enclosures (vendors give different hardware names to them, but they’re the hardware elements that contain and support the physical disks) to the storage processors, but even in these cases, most modern array designs are moving to switched designs, which have higher bandwidth per disk enclosure.
 

Fibre Channel can be configured in several topologies. On the left in Figure 6.8, point-to-point configurations were used in the early days of Fibre Channel storage prior to broad adoption of SANs. (However, with modern, extremely high-array port densities, point-to-point is making a bit of a comeback.) On the right is an arbitrated loop configuration. This is almost never used in host configuration, but is sometimes used in array backend connectivity. Both types have become rare for host connectivity with the prevalence of switched Fibre Channel SAN (FC-SW).
 


Figure 6.8 Fibre Channel supports both point-to-point and arbitrated loop topologies.
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As Figure 6.9 shows, each ESXi host has a minimum of two HBA ports, and each is physically connected to two Fibre Channel switches. Each switch has a minimum of two connections to two redundant front-end array ports (across storage processors).
 


How Different Is FCoE?

 

Aside from discussions of the physical media and topologies, the concepts for FCoE are almost identical to those of Fibre Channel. This is because FCoE was designed to be seamlessly interoperable with existing Fibre Channel–based SANs.

 




 


Figure 6.9 The most common Fibre Channel configuration: a switched Fibre Channel (FC-SW) SAN. This enables the Fibre Channel LUN to be easily presented to all the hosts while creating a redundant network design.
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All the objects (initiators, targets, and LUNs) on a Fibre Channel SAN are identified by a unique 64-bit identifier called a worldwide name (WWN). WWNs can be worldwide port names (a port on a switch) or node names (a port on an endpoint). For anyone unfamiliar with Fibre Channel, this concept is simple. It’s the same technique as Media Access Control (MAC) addresses on Ethernet. Figure 6.10 shows an ESXi host with FCoE CNAs, where the highlighted CNA has the following worldwide node name: worldwide port name (WWnN: WWpN):
 


50:00:00:25:b5:01:00:00 20:00:00:25:b5:01:00:0f

 



 


Figure 6.10 Note the worldwide node name (WWnN) and the worldwide port name (WWpN) of the FCoE CNA in this ESXi host.
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Like Ethernet MAC addresses, WWNs have a structure. The most significant two bytes are used by the vendor (the four hexadecimal characters starting on the left) and are unique to the vendor, so there is a pattern for QLogic or Emulex HBAs or array vendors. In the previous example, these are Cisco CNAs connected to an EMC Symmetrix VMAX storage array.
 

Fibre Channel and FCoE SANs also have a critical concept of zoning. Fibre Channel switches implement zoning to restrict which initiators and targets can see each other as if they were on a common bus. If you have Ethernet networking experience, the idea is somewhat analogous to VLANs with Ethernet.
 


Is There a Fibre Channel Equivalent to VLANs?

 

Actually, yes, there is. Virtual Storage Area Networks (VSANs) were adopted as a standard in 2004. Like VLANs, VSANs provide isolation between multiple logical SANs that exist on a common physical platform. This enables SAN administrators greater flexibility and another layer of separation in addition to zoning.

 




 

Zoning is used for the following two purposes:
 

 

 
	To ensure that a LUN that is required to be visible to multiple hosts in a cluster (for example in a vSphere cluster, a Microsoft cluster, or an Oracle RAC cluster) has common visibility to the underlying LUN, while ensuring that hosts that should not have visibility to that LUN do not. For example, it’s used to ensure that VMFS volumes aren’t visible to Windows servers (with the exception of backup proxy servers using software that leverages the vSphere Storage APIs for Data Protection).
 

 
	To create fault and error domains on the SAN fabric, where noise, chatter, and errors are not transmitted to all the initiators/targets attached to the switch. Again, it’s somewhat analogous to one of the uses of VLANs to partition very dense Ethernet switches into broadcast domains.
 


 

Zoning is configured on the Fibre Channel switches via simple GUIs or CLI tools and can be configured by port or by WWN:
 

 

 
	Using port-based zoning, you would zone by configuring your Fibre Channel switch to “put port 5 and port 10 into a zone that we’ll call zone_5_10.” Any device (and therefore any WWN) you physically plug into port 5 could communicate only to a device (or WWN) physically plugged into port 10.
 

 
	Using WWN-based zoning, you would zone by configuring your Fibre Channel switch to “put WWN from this HBA and these array ports into a zone we’ll call ESXi_4_host1_CX_SPA_0.” In this case, if you moved the cables, the zones would move to the ports with the matching WWNs.
 


 

You can see in the ESXi configuration shown in Figure 6.11 that the LUN itself is given an unbelievably long name that combines the initiator WWN (the one starting with 50/20), the Fibre Channel switch ports (the one starting with 50), and the Network Address Authority (NAA) identifier. This provides an explicit name that uniquely identifies not only the storage device but also the full end-to-end path.
 


Figure 6.11 The Manage Paths dialog box shows both the new explicit storage object name and the runtime (shorthand) name.
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This is also shown in a shorthand runtime name, but the full name is explicit and always globally unique (I’ll give you more details on storage object naming later in this chapter, in the sidebar titled “What Is All the Stuff in the Storage Devices List?”).
 

Zoning should not be confused with LUN masking. Masking is the ability of a host or an array to intentionally ignore WWNs that it can actively see (in other words, that are zoned to it). Masking is used to further limit what LUNs are presented to a host (commonly used with test and development replicas of LUNs).
 

You can put many initiators and targets into a zone and group zones together, as illustrated in Figure 6.12. For features like vSphere HA, vSphere DRS, and vMotion, ESXi hosts must have shared storage to which all applicable hosts have access. Generally, this means that every ESXi host in a vSphere environment must be zoned such that it can see each LUN. Also, every initiator (HBA or CNA) needs to be zoned to all the front-end array ports that could present the LUN. So, what’s the best configuration practice? The answer is single initiator/single target zoning. This creates smaller zones, creates less cross talk, and makes it more difficult to administratively make an error that removes a LUN from all paths to a host or many hosts at once with a switch configuration error.
 


Figure 6.12 There are many ways to configure zoning. From left to right: multi-initiator/multi-target zoning, single-initiator/multi-target zoning, and single-initiator/single-target zoning.
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Remember that the goal is to ensure that every LUN is visible to all the nodes in the vSphere cluster. The left side of the figure is how most people who are not familiar with Fibre Channel start—multi-initiator zoning, with all array ports and all the ESXi Fibre Channel initiators in one massive zone. The middle is better—with two zones, one for each side of the dual-fabric Fibre Channel SAN design, and each zone includes all possible storage processors’ front-end ports (critically, at least one from each storage processor!). The right one is the best and recommended zoning configuration—single-initiator/single-target zoning.
 

When using single-initiator/single-target zoning as shown in the figure, each zone consists of a single initiator and a single target array port. This means you’ll end up with multiple zones for each ESXi host, so that each ESXi host can see all applicable target array ports (again, at least one from each storage processor/controller!). This reduces the risk of administrative error and eliminates HBA issues affecting adjacent zones, but it takes a little more time to configure and results in a larger number of zones overall. It is always critical to ensure that each HBA is zoned to at least one front-end port on each storage processor.
 

Reviewing Fibre Channel over Ethernet
 

As I mentioned in the sidebar titled “How Different Is FCoE?”, FCoE was designed to be interoperable and compatible with Fibre Channel. In fact, the FCoE standard is maintained by the same T11 body as Fibre Channel (the current standard is FC-BB-5). At the upper layers of the protocol stacks, Fibre Channel and FCoE look identical.
 

It’s at the lower levels of the stack that the protocols diverge. Fibre Channel as a protocol doesn’t specify the physical transport it runs over. However, unlike TCP, which has retransmission mechanics to deal with a lossy transport, Fibre Channel has far fewer mechanisms for dealing with loss and retransmission, which is why it requires a lossless, low-jitter, high-bandwidth physical layer connection. It’s for this reason that Fibre Channel traditionally is run over relatively short optical cables rather than the unshielded twisted-pair (UTP) cables that Ethernet uses.
 

To address the need for lossless Ethernet, the IEEE created a series of standards—all of which had been approved and finalized at the time of this writing—that make 10 Gb Ethernet lossless for FCoE traffic. Three key standards, all part of the Data Center Bridging (DCB) effort, make this possible:
 

 

 
	Priority Flow Control (PFC, also called Per-Priority Pause)
 

 
	Enhanced Transmission Selection (ETS)
 

 
	Datacenter Bridging Exchange (DCBX)
 


 

Used together, these three protocols allow Fibre Channel frames to be encapsulated into Ethernet frames, as illustrated in Figure 6.13, and transmitted in a lossless manner. Thus, FCoE uses whatever physical cable plant that 10 Gb Ethernet uses. Today, 10 GbE connectivity is generally optical (same cables as Fibre Channel) and Twinax (which is a pair of coaxial copper cables), InfiniBand-like CX cables, and some emerging 10 Gb unshielded twisted pair (UTP) use cases via the new 10GBase-T standard. Each has its specific distance-based use cases and varying interface cost, size, and power consumption.
 


What about Datacenter Ethernet or Converged Enhanced Ethernet?

 

Datacenter Ethernet (DCE) and Converged Enhanced Ethernet (CEE) are prestandard terms used to describe a lossless Ethernet network. DCE describes Cisco’s prestandard implementation of the DCB standards; CEE was a multivendor effort of the same nature.

 




 


Figure 6.13 FCoE simply encapsulates Fibre Channel frames into Ethernet frames for transmission over a lossless Ethernet transport.
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Because FCoE uses Ethernet, why use FCoE instead of NFS or iSCSI over 10 Gb Ethernet? The answer is usually driven by the following two factors:
 

 

 
	There are existing infrastructure, processes, and tools in large enterprises that are designed for Fibre Channel, and they expect WWN addressing, not IP addresses. This provides an option for a converged network and greater efficiency, without a “rip and replace” model. In fact, early prestandard FCoE implementations did not include elements required to cross multiple Ethernet switches. These elements, part of something called FCoE Initialization Protocol (FIP), are part of the official FC-BB-5 standard and are required in order to comply with the final standard. This means that most FCoE switches in use today function as FCoE/LAN/Fibre Channel bridges. This makes them excellent choices to integrate and extend existing 10 GbE/1 GbE LANs and Fibre Channel SAN networks. The largest cost savings, power savings, cable and port reduction, and impact on management simplification are on this layer from the ESXi host to the first switch.
 

 
	Certain applications require a lossless, extremely low-latency transport network model—something that cannot be achieved using a transport where dropped frames are normal and long-window TCP retransmit mechanisms are the protection mechanism. Now, this is a very high-end set of applications, and those historically were not virtualized. However, in the era of vSphere 5, the goal is to virtualize every workload, so I/O models that can deliver those performance envelopes while still supporting a converged network become more important.
 


 

In practice, the debate of iSCSI versus FCoE versus NFS on 10 Gb Ethernet infrastructure is not material. All FCoE adapters are converged adapters, referred to as converged network adapters (CNAs). They support native 10 GbE (and therefore also NFS and iSCSI) as well as FCoE simultaneously, and they appear in the ESXi host as multiple 10 GbE network adapters and multiple Fibre Channel adapters. If you have FCoE support, in effect you have it all. All protocol options are yours.
 

A list of FCoE CNAs supported by vSphere can be found in the I/O section of the VMware compatibility guide.
 

Understanding iSCSI
 

iSCSI brings the idea of a block storage SAN to customers with no Fibre Channel infrastructure. iSCSI is an IETF standard for encapsulating SCSI control and data in TCP/IP packets, which in turn are encapsulated in Ethernet frames. Figure 6.14 shows how iSCSI is encapsulated in TCP/IP and Ethernet frames. TCP retransmission is used to handle dropped Ethernet frames or significant transmission errors. Storage traffic can be intense relative to most LAN traffic. This makes it important that you minimize retransmits, minimize dropped frames, and ensure that you have “bet-the-business” Ethernet infrastructure when using iSCSI.
 


Figure 6.14 Using iSCSI, SCSI control and data are encapsulated in both TCP/IP and Ethernet frames.
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Although Fibre Channel is often viewed as having higher performance than iSCSI, in many cases iSCSI can more than meet the requirements for many customers, and a carefully planned and scaled-up iSCSI infrastructure can, for the most part, match the performance of a moderate Fibre Channel SAN.
 

Also, iSCSI and Fibre Channel SANs are roughly comparable in complexity and share many of the same core concepts. Arguably, getting the first iSCSI LUN visible to an ESXi host is simpler than getting the first Fibre Channel LUN visible for people with expertise with Ethernet but not Fibre Channel, since understanding worldwide names and zoning is not needed. However, as you saw previously, these are not complex topics. In practice, designing a scalable, robust iSCSI network requires the same degree of diligence that is applied to Fibre Channel. You should use VLAN (or physical) isolation techniques similarly to Fibre Channel zoning, and you need to scale up connections to achieve comparable bandwidth. Look at Figure 6.15, and compare it to the switched Fibre Channel network diagram in Figure 6.9.
 


Figure 6.15 Notice how the topology of an iSCSI SAN is the same as a switched Fibre Channel SAN.
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Each ESXi host has a minimum of two VMkernel ports, and each is physically connected to two Ethernet switches. (Recall from Chapter 5, “Creating and Configuring Virtual Networks,” that VMkernel ports are used by the hypervisor for network traffic such as IP-based storage traffic, like iSCSI or NFS.) Storage and LAN are isolated—physically or via VLANs. Each switch has a minimum of two connections to two redundant front-end array network interfaces (across storage processors).
 

The one additional concept to focus on with iSCSI is the concept of fan-in ratio. This applies to all shared storage networks, including Fibre Channel, but the effect is often most pronounced with Gigabit Ethernet (GbE) networks. Across all shared networks, there is almost always a higher amount of bandwidth available across all the host nodes than there is on the egress of the switches and front-end connectivity of the array. It’s important to remember that the host bandwidth is gated by congestion wherever it occurs. Don’t minimize the array port-to-switch configuration. If you connect only four GbE interfaces on your array and you have 100 hosts with two GbE interfaces each, then expect contention, because your fan-in ratio is too large.
 

Also, when examining iSCSI and iSCSI SANs, many core ideas are similar to Fibre Channel and Fibre Channel SANs, but in some cases there are material differences. Let’s look at the terminology:
 


iSCSI Initiator An iSCSI initiator is a logical host-side device that serves the same function as a physical host bus adapter in Fibre Channel/FCoE or SCSI/SAS. iSCSI initiators can be software initiators (which use host CPU cycles to load/unload SCSI payloads into standard TCP/IP packets and perform error checking) or hardware initiators (the iSCSI equivalent of a Fibre Channel HBA or FCoE CNA). Examples of software initiators that are pertinent to vSphere administrators are the native ESXi software initiator and the guest software initiators available in Windows XP and later and in most current Linux distributions. Examples of iSCSI hardware initiators are add-in cards like the QLogic QLA 405x and QLE 406x host bus adapters. These cards perform all the iSCSI functions in hardware. An iSCSI initiator is identified by an iSCSI qualified name (referred to as an IQN). An iSCSI initiator uses an iSCSI network portal that consists of one or more IP addresses. An iSCSI initiator “logs in” to an iSCSI target.

 

iSCSI Target An iSCSI target is a logical target-side device that serves the same function as a target in Fibre Channel SANs. It is the device that hosts iSCSI LUNs and masks to specific iSCSI initiators. Different arrays use iSCSI targets differently—some use hardware, some use software implementations—but largely this is unimportant. More important is that an iSCSI target doesn’t necessarily map to a physical port as is the case with Fibre Channel; each array does this differently. Some have one iSCSI target per physical Ethernet port; some have one iSCSI target per iSCSI LUN, which is visible across multiple physical ports; and some have logical iSCSI targets that map to physical ports and LUNs in any relationship the administrator configures within the array. An iSCSI target is identified by an iSCSI Qualified Name (an IQN). An iSCSI target uses an iSCSI network portal that consists of one or more IP addresses.

 

iSCSI Logical Unit An iSCSI LUN is a LUN hosted by an iSCSI target. There can be one or more LUNs behind a single iSCSI target.

 

iSCSI Network Portal An iSCSI network portal is one or more IP addresses that are used by an iSCSI initiator or iSCSI target.

 

iSCSI Qualified Name An iSCSI qualified name (IQN) serves the purpose of the WWN in Fibre Channel SANs; it is the unique identifier for an iSCSI initiator, target, or LUN. The format of the IQN is based on the iSCSI IETF standard.

 

Challenge Authentication Protocol CHAP is a widely used basic authentication protocol, where a password exchange is used to authenticate the source or target of communication. Unidirectional CHAP is one way; the source authenticates to the destination, or, in the case of iSCSI, the iSCSI initiator authenticates to the iSCSI target. Bidirectional CHAP is two-way; the iSCSI initiator authenticates to the iSCSI target, and vice versa, before communication is established. Although Fibre Channel SANs are viewed as intrinsically secure because they are physically isolated from the Ethernet network, and although initiators not zoned to targets cannot communicate, this is not by definition true of iSCSI. With iSCSI, it is possible (but not recommended) to use the same Ethernet segment as general LAN traffic, and there is no intrinsic zoning model. Because the storage and general networking traffic could share networking infrastructure, CHAP is an optional mechanism to authenticate the source and destination of iSCSI traffic for some additional security. In practice, Fibre Channel and iSCSI SANs have the same security and same degree of isolation (logical or physical).

 

IP Security IPsec is an IETF standard that uses public-key encryption techniques to secure the iSCSI payloads so that they are not susceptible to man-in-the-middle security attacks. Like CHAP for authentication, this higher level of optional security is part of the iSCSI standards because it is possible (but not recommended) to use a general-purpose IP network for iSCSI transport—and in these cases, not encrypting data exposes a security risk (for example, a man-in-the-middle attack could determine data on a host it can’t authenticate to by simply reconstructing the data from the iSCSI packets). IPsec is relatively rarely used, because it has a heavy CPU impact on the initiator and the target.

 

Static/Dynamic Discovery iSCSI uses a method of discovery where the iSCSI initiator can query an iSCSI target for the available LUNs. Static discovery involves a manual configuration, whereas dynamic discovery issues an iSCSI-standard SendTargets command to one of the iSCSI targets on the array. This target then reports all the available targets and LUNs to that particular initiator.

 

iSCSI Naming Service The iSCSI Naming Service (iSNS) is analogous to the Domain Name System (DNS); it’s where an iSNS server stores all the available iSCSI targets for a very large iSCSI deployment. iSNS is rarely used.

 



 

Figure 6.16 shows the key iSCSI elements in a logical diagram. This diagram shows iSCSI in the broadest sense.
 


Figure 6.16 The iSCSI IETF standard has several different elements.
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In general, the iSCSI session can be multiple TCP connections, called Multiple Connections Per Session. Note that this cannot be done in VMware. An iSCSI initiator and iSCSI target can communicate on an iSCSI network portal that can consist of one or more IP addresses. The concept of network portals is done differently on each array; some arrays always have one IP address per target port, while some arrays use network portals extensively. The iSCSI initiator logs into the iSCSI target, creating an iSCSI session. It is possible to have many iSCSI sessions for a single target, and each session can have multiple TCP connections (Multiple Connections Per Session, which isn’t currently supported by vSphere). There can be varied numbers of iSCSI LUNs behind an iSCSI target—many or just one. Every array does this differently. I’ll discuss the particulars of the vSphere software iSCSI initiator implementation in detail in the “Adding a LUN via iSCSI” section.
 

What about the debate regarding hardware iSCSI initiators (iSCSI HBAs) versus software iSCSI initiators? Figure 6.17 shows the differences among software iSCSI on generic network interfaces, network interfaces that do TCP/IP offload, and full iSCSI HBAs. Clearly there are more things the ESXi host needs to process with software iSCSI initiators, but the additional CPU is relatively light. Fully saturating several GbE links will use only roughly one core of a modern CPU, and the cost of iSCSI HBAs is usually less than the cost of slightly more CPU. Keep the CPU overhead in mind as you craft your storage design, but don’t let it be your sole criterion.
 


Figure 6.17 Some parts of the stack are handled by the adapter card versus the ESXi host CPU in various implementations.
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Prior to vSphere 5, one thing that remained the exclusive domain of the iSCSI HBAs was booting from an iSCSI SAN. vSphere 5 includes support for iSCSI Boot Firmware Table (iBFT), a mechanism that enables booting from iSCSI SAN with a software iSCSI initiator. You must have appropriate support for iBFT in the hardware. One might argue that using Auto Deploy would provide much of the same benefit as booting from an iSCSI SAN, but each approach has its advantages and disadvantages.
 

iSCSI is the last of the block-based shared storage options available in vSphere; now I move on to the Network File System (NFS), the only NAS protocol that vSphere supports.
 


Jumbo Frames Are Supported

 

VMware ESXi does support jumbo frames for all VMkernel traffic, including both iSCSI and NFS, and should be used where possible. However, it is then critical to configure a consistent, larger maximum transfer unit (MTU) size on all devices in all the possible networking paths; otherwise, Ethernet frame fragmentation will cause communication problems.

 




 

Understanding the Network File System
 

NFS protocol is a standard originally developed by Sun Microsystems to enable remote systems to access a filesystem on another host as if it were locally attached. vSphere implements a client compliant with NFSv3 using TCP.
 

When NFS datastores are used by vSphere, no local filesystem (such as VMFS) is used. The filesystem is on the remote NFS server. This means that NFS datastores need to handle the same access control and file-locking requirements that vSphere delivers on block storage using the vSphere Virtual Machine File System, or VMFS (I’ll describe VMFS in more detail in the section “Examining the vSphere Virtual Machine File System”). NFS servers accomplish this through traditional NFS file locks.
 

The movement of the filesystem from the ESXi host to the NFS server also means that you don’t need to handle zoning/masking tasks. This makes configuring an NFS datastore one of the easiest storage options to simply get up and running. On the other hand, it also means that all of the high availability and multipathing functionality that is normally part of a Fibre Channel, FCoE, or iSCSI storage stack is gone; instead, this functionality has to be provided by the networking stack. I’ll discuss the implications of this in the section titled “Crafting a Highly Available NFS Design.”
 

Figure 6.18 shows the configuration and topology of an NFS configuration. Note the similarities to the topologies in Figures 6.9 and 6.15.
 


Figure 6.18 The configuration and topology of an NFS configuration is similar to iSCSI from a connectivity standpoint but very different from a configuration standpoint.
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Technically, any NFS server that complies with NFSv3 over TCP will work with vSphere (vSphere does not support NFS over UDP), but similar to the considerations for Fibre Channel and iSCSI, the infrastructure needs to support your entire vSphere environment. Therefore, I recommend you use only NFS servers that are explicitly on the VMware HCL.
 

Using NFS datastores moves the elements of storage design associated with LUNs from the ESXi hosts to the NFS server. Instead of exposing block storage—which uses the RAID techniques that I described earlier for data protection—and allowing the ESXi hosts to create a filesystem (VMFS) on those block devices, the NFS server uses its block storage—protected using RAID—and creates its own filesystems on that block storage. These filesystems are then exported via NFS and mounted on your ESXi hosts.
 

In the early days of using NFS with VMware, NFS was categorized as being a lower-performance option for use with ISOs and templates but not production VMs. If production VMs were used on NFS datastores, the historical recommendation would have been to relocate the VM swap to block storage. Although it is true that NAS and block architectures are different and, likewise, their scaling models and bottlenecks are generally different, this perception is mostly rooted in how people have used NAS historically.
 

The reality is that it’s absolutely possible to build an enterprise-class NAS infrastructure. NFS datastores can support a broad range of virtualized workloads and do not require you to relocate the VM swap. However, in cases where NFS will be supporting a broad set of production VM workloads, you will need to pay attention to the NFS server backend design and network infrastructure. You need to apply the same degree of care to bet-the-business NAS as you would if you were using block storage via Fibre Channel, FCoE, or iSCSI. With vSphere, your NFS server isn’t being used as a traditional file server, where performance and availability requirements are relatively low. Rather, it’s being used as an NFS server supporting a mission-critical application—in this case the vSphere environment and all the VMs on those NFS datastores.
 

I mentioned previously that vSphere implements an NFSv3 client using TCP. This is important to note because it directly impacts your connectivity options. Each NFS datastore uses two TCP sessions to the NFS server: one for NFS control traffic and the other for NFS data traffic. In effect, this means that the vast majority of the NFS traffic for a single datastore will use a single TCP session. Consequently, this means that link aggregation (which works on a per-flow basis from one source to one target) will use only one Ethernet link per datastore, regardless of how many links are included in the link aggregation group. To be able to use the aggregate throughput of multiple Ethernet interfaces, multiple datastores are needed, and no single datastore will be able to use more than one link’s worth of bandwidth. The approach available to iSCSI (multiple iSCSI sessions per iSCSI target) is not available in the NFS use case. I’ll discuss techniques for designing high-performance NFS datastores in the section titled “Crafting a Highly Available NFS Design.”
 

As in the previous sections that covered the common storage array architectures, the protocol choices available to the vSphere administrator are broad. You can make most vSphere deployments work well on all protocols, and each has advantages and disadvantages. The key is to understand and determine what will work best for you. In the following section, I’ll summarize how to make these basic storage choices.
 

Making Basic Storage Choices
 

Most vSphere workloads can be met by midrange array architectures (regardless of active-active, active-passive, asymmetrical, or virtual port design). Use enterprise array designs when mission-critical and very large-scale virtual datacenter workloads demand uncompromising availability and performance linearity.
 

As shown in Table 6.1, each storage protocol choice can support most use cases. It’s not about one versus the other but rather about understanding and leveraging their differences and applying them to deliver maximum flexibility.
 

Table 6.1 Storage Choices
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Picking a protocol type has historically been focused on the following criteria:
 


vSphere Feature Support Although major VMware features such as vSphere HA and vMotion initially required VMFS, they are now supported on all storage types, including raw device mappings (RDMs) and NFS datastores. vSphere feature support is generally not a protocol-selection criterion, and there are only a few features that lag on RDMs and NFS, such as native vSphere snapshots on physical compatibility mode RDMs or the ability to create RDMs on NFS.

 

Storage Capacity Efficiency Thin provisioning behavior at the vSphere layer, universally and properly applied, drives a very high efficiency, regardless of protocol choice. Applying thin provisioning at the storage array (on both block and NFS objects) delivers a higher overall efficiency than applying it only at the virtualization layer. Emerging additional array capacity efficiency techniques (such as detecting and reducing storage consumed when there is information in common using compression and data deduplication) are currently most efficiently used on NFS datastores, but are expanding to include block use cases. One common error is to look at storage capacity (GB) as the sole vector of efficiency—in many cases, the performance envelope requires a fixed number of spindles even with advanced caching techniques. Often in these cases, efficiency is measured in spindle density, not in GB. For most vSphere customers, efficiency tends to be a function of operational process, rather than protocol or platform choice.

 

Performance Many vSphere customers see similar performance regardless of a given protocol choice. Properly designed iSCSI and NFS over Gigabit Ethernet can support very large VMware deployments, particularly with small-block (4 KB–64 KB) I/O patterns that characterize most general Windows workloads and don’t need more than roughly 80 MBps of 100 percent read or write I/O bandwidth or 160 MBps of mixed I/O bandwidth. This difference in the throughput limit is due to the 1 Gbps/2 Gbps bidirectional nature of 1GbE—pure read or pure write workloads are unidirectional, but mixed workloads are bidirectional.

 

Fibre Channel (and by extension, FCoE) generally delivers a better performance envelope with very large-block I/O (VMs supporting DSS database workloads or SharePoint), which tends to demand a high degree of throughput. Less important generally but still important for some workloads, Fibre Channel delivers a lower-latency model and also tends to have a faster failover behavior because iSCSI and NFS always depend on some degree of TCP retransmission for loss and, in some iSCSI cases, ARP—all of which drive failover handling into tens of seconds versus seconds with Fibre Channel or FCoE. Load balancing and scale-out with IP storage using multiple Gigabit Ethernet links with IP storage can work for iSCSI to drive up throughput. Link aggregation techniques can help, but they work only when you have many TCP sessions. Because the NFS client in vSphere uses a single TCP session for data transmission, link aggregation won’t improve the throughput of individual NFS datastores. Broad availability of 10 Gb Ethernet brings higher-throughput options to NFS datastores.

 



 

You can make every protocol configuration work in almost all use cases; the key is in the details (covered in this chapter). In practice, the most important thing is what you know and feel comfortable with.
 

The most flexible vSphere configurations tend to use a combination of both VMFS (which requires block storage) and NFS datastores (which require NAS), as well as RDMs on a selective basis (block storage).
 

The choice of which block protocol should be used to support the VMFS and RDM use cases depends on the enterprise more than the technologies and tends to follow this pattern:
 

 

 
	iSCSI for customers who have never used and have no existing Fibre Channel SAN infrastructure
 

 
	Fibre Channel for those with existing Fibre Channel SAN infrastructure that meets their needs
 

 
	FCoE for those upgrading existing Fibre Channel SAN infrastructure
 


 

vSphere can be applied to a very broad set of use cases—from the desktop/laptop to the server and on the server workloads—ranging from test and development to heavy workloads and mission-critical applications. A simple one-size-fits-all model can work, but only for the simplest deployments. The advantage of vSphere is that all protocols and all models are supported. Becoming fixated on one model means that not everything is virtualized that can be and the enterprise isn’t as flexible and efficient as it can be.
 

Now that you’ve learned about the basic principles of shared storage and determined how to make the basic storage choices for your environment, it’s time to see how these are applied in vSphere.
 

Implementing vSphere Storage Fundamentals
 

This section of the chapter examines how the shared storage technologies covered previously are applied in vSphere. I will cover these elements in a logical sequence, starting with core vSphere storage concepts. Next, I’ll cover the storage options in vSphere for datastores to contain groups of VMs (VMFS datastores and NFS datastores). I’ll follow that discussion with options for presenting disk devices directly into VMs (raw device mappings). Finally, I’ll examine VM-level storage configuration details.
 

Reviewing Core vSphere Storage Concepts
 

One of the core concepts of virtualization is encapsulation. What used to be a physical system is encapsulated by vSphere, resulting in VMs that are represented by a set of files. Chapter 9, “Creating and Managing Virtual Machines,” provides more detail on the specific files that compose a VM and their purpose. For reasons I’ve described already, these VM files reside on the shared storage infrastructure (with the exception of a raw device mapping, or RDM, which I’ll discuss shortly).
 

In general, vSphere uses a shared-everything storage model. All ESXi hosts in a vSphere environment use commonly accessed storage objects using block storage protocols (Fibre Channel, FCoE, or iSCSI, in which case the storage objects are LUNs) or network attached storage protocols (NFS, in which case the storage objects are NFS exports). Depending on the environment, these storage objects will be exposed to the majority of your ESXi hosts, although not necessarily to all ESXi hosts in the environment. In Chapter 7, I’ll again review the concept of a cluster, which is a key part of features like vSphere HA and vSphere DRS. Within a cluster, you’ll want to ensure that all ESXi hosts have visibility and access to the same set of storage objects.
 

Before I get into the details of how to configure the various storage objects in vSphere, I need to first review some core vSphere storage technologies, concepts, and terminology. This information will provide a foundation upon which I will build later in the chapter. I’ll start with a look at the vSphere Virtual Machine File System, a key technology found in practically every vSphere deployment.
 

Examining the vSphere Virtual Machine File System
 

The vSphere Virtual Machine File System (VMFS) is a common configuration option for many vSphere deployments. It’s similar to NTFS for Windows Server and ext3 for Linux. Like these filesystems, it is native; it’s included with vSphere and operates on top of block storage objects. If you’re leveraging any form of block storage, you’re using VMFS.
 

The purpose of VMFS is to simplify the storage environment. It would clearly be difficult to scale a virtual environment if each VM directly accessed its own storage rather than storing the set of files on a shared volume. VMFS creates a shared storage pool that is used for one or more VMs.
 

While similar to NTFS and ext3, VMFS differs from these common filesystems in several important ways:
 

 

 
	It was designed to be a clustered filesystem from its inception; neither NTFS nor ext3 is a clustered filesystem. Unlike many clustered filesystems, it is simple and easy to use.
 

 
	VMFS’s simplicity is derived from its simple and transparent distributed locking mechanism. This is generally much simpler than traditional clustered filesystems with network cluster lock managers.
 

 
	VMFS enables simple direct-to-disk, steady-state I/O that results in high throughput at a low CPU overhead for the ESXi hosts.
 

 
	Locking is handled using metadata in a hidden section of the filesystem, as illustrated in Figure 6.19. The metadata portion of the filesystem contains critical information in the form of on-disk lock structures (files), such as which ESXi host is the current owner of a given VM, ensuring that there is no contention or corruption of the VM.
 

 
	Depending on the storage array’s support for vSphere, when these on-disk lock structures are updated, the ESXi host doing the update momentarily locks the LUN using a nonpersistent SCSI lock (SCSI Reserve/Reset commands). This operation is completely transparent to the vSphere administrator.
 

 
	These metadata updates do not occur during normal I/O operations and do not represent a fundamental scaling limit.
 

 
	During the metadata updates, there is minimal impact to the production I/O (covered in a VMware white paper at www.vmware.com/resources/techresources/1059. This impact is negligible to the other hosts accessing the same VMFS datastore and more pronounced on the ESXi host holding the SCSI lock.
 

 
	These metadata updates occur during the following:  

 
	The creation of a file in the VMFS datastore (powering on a VM, creating/deleting a VM, or taking a snapshot, for example)

 
	Actions that change the ESXi host that owns a VM (vMotion and vSphere HA)

 
	Changes to the VMFS filesystem itself (extending the filesystem or adding a filesystem extent)


 



 


 


vSphere 5 and SCSI-3 Dependency

 

In vSphere 5, like vSphere 4, only SCSI-3–compliant block storage objects are supported. Most major storage arrays have, or can be upgraded via their array software to, full SCSI-3 support, but check with your storage vendor before doing so. If your storage array doesn’t support SCSI-3, the storage details shown on the Configuration tab for the vSphere host will not display correctly.

 

In spite of this requirement, vSphere still uses SCSI-2 reservations for general ESXi-level SCSI reservations (not to be confused with guest-level reservations). This is important for Asymmetrical Logical Unit Access (ALUA) support, covered in the “Reviewing Multipathing” section.

 




 


Figure 6.19 VMFS stores metadata in a hidden area of the first extent.
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vSphere 4 used VMFS version 3 (VMFS-3), and vSphere 5 continues to provide support for VMFS-3. VMFS-3 supports datastores up to just shy of 2 TB (2 TB minus 512 bytes, to be precise). While many have claimed this to be a “32-bit vs. 64-bit” limitation, it actually stems from the use of MBR (Master Boot Record) partition management instead of GPT (GUID partition tables). While this amount seems quite large, in enterprise environments the 2 TB ceiling could be constrictive.
 

Fortunately, VMFS-3 supports the ability to reside on one or more partitions (referred to as extents). In fact, VMFS-3 supports up to 32 extents in a single VMFS-3 datastore, for a maximum size of up to 64 TB. You can add these extents nondisruptively, as I’ll show you later in the section “Expanding a VMFS Datastore.”
 

It is a widely held misconception that having a VMFS-3 datastore that spans multiple extents is always a bad idea and acts as a simple concatenation of the filesystem. In practice, although adding an extent adds more space to the datastore as a concatenated space, as new objects (VMs) are placed in the datastore, VMFS-3 will randomly distribute those new file objects across the various extents without waiting for the original extent to be full. VMFS-3 allocates the initial blocks for a new file randomly in the filesystem, and subsequent allocations for that file are sequential (this has been VMFS-3’s behavior since the early days of ESX 3.0). This means that files are distributed across the filesystem and, in the case of spanned VMFS volumes, across multiple LUNs. This will naturally distribute VMs across multiple extents.
 


Locking in a Multi-Extent VMFS Configuration

 

Note that the metadata that VMFS uses is always stored in the first extent of a VMFS datastore. This means that in VMFS volumes that span extents, the effects of SCSI locking during the short moments of metadata updates apply only to the LUN backing the first extent. The vSphere Storage APIs could modify this behavior; see the section “Uncovering the vSphere Storage APIs” for more information.

 




 

In addition, having a VMFS datastore that comprises multiple extents across multiple LUNs increases the parallelism of the underlying LUN queues. This is a topic I’ll revisit later in the section “Reviewing the Importance of LUN Queues.”
 

Also widely unknown is that VMFS-3 datastores that span extents are more resilient than generally believed. Removing the LUN supporting a VMFS-3 extent will not make the spanned VMFS datastore unavailable. The exception is the first extent in the VMFS-3 datastore, which contains the metadata for VMFS (see Figure 6.19); removing this will result in the datastore being unavailable. However, this is no better or worse than a single-extent VMFS volume. Removing an extent affects only the portion of the datastore supported by that extent; reconnecting the LUN restores full use of that portion of the VMFS-3 datastore. VMFS-3 and VMs are relatively resilient to this crash-consistent behavior (a common term for filesystem behavior after a hard shutdown or crash). While they are crash-resilient, note that just like any action that removes a datastore or portion of a datastore while VMs are active, the removal of a VMFS extent can result in corrupted VMs and should not be done intentionally.
 

VMFS-3 also supported multiple block sizes (ranging from 1 MB to 8 MB). The VMFS-3 block size determined the maximum file size; to create files of up to approximately 2 TB on a VMFS-3 volume, you had to use 8 MB block sizes. Here are the VMFS-3 block sizes and corresponding maximum file sizes:
 

 

 
	1 MB block size meant a maximum file size of 256 GB.
 

 
	2 MB block size meant a maximum file size of 512 GB.
 

 
	4 MB block size meant a maximum file size of 1 TB.
 

 
	8 MB block size meant a maximum file size of approximately 2 TB.
 


 

Once set, the VMFS-3 block size could not be changed, so if you selected a 1 MB block size when creating the VMFS-3 datastore, then you were limited to creating virtual disks of up to 256 GB of that datastore. VMs that needed a virtual disk larger than 256 GB could not be stored on that datastore.
 

In addition to supporting VMFS-3, vSphere 5 introduces VMFS version 5 (VMFS-5). Only hosts running ESXi 5.0 or later support VMFS-5; hosts running ESX/ESXi 4.x will not be able to see or access VMFS-5 datastores. VMFS-5 offers a number of advantages over VMFS-3:
 

 

 
	VMFS-5 datastores can now grow up to 64 TB in size using only a single extent. Datastores built on multiple extents are still limited to 64 TB as well.
 

 
	VMFS-5 datastores use a single block size of 1 MB, but you are allowed to create files of up to approximately 2 TB on VMFS-5 datastores.
 

 
	VMFS-5 uses a more efficient sub-block allocation size of only 8 KB, compared to 64 KB for VMFS-3.
 

 
	VMFS-5 allows for the creation of physical-mode RDMs for devices in excess of 2 TB in size. (VMFS-3 limited RDMs to 2 TB in size. I’ll cover RDMs later in the section “Working with Raw Device Mappings.”)
 


 

Even better than the improvements in VMFS-5 is the fact that you can upgrade VMFS-3 datastores to VMFS-5 in place and online—without any disruption to the VMs running on that datastore. You’re also not required to upgrade VMFS-3 datastores to VMFS-5, which further simplifies the migration from vSphere 4 to vSphere 5.
 

Later in this chapter in the section “Working with VMFS Datastores,” I’ll provide more details on how to create, expand, delete, and upgrade VMFS datastores.
 

Closely related to VMFS is the idea of multipathing, a topic that I will discuss in the next section.
 

Reviewing Multipathing
 

Multipathing is the term used to describe how a host, such as an ESXi host, manages storage devices that have multiple ways (or paths) to access them. Multipathing is extremely common in Fibre Channel and FCoE environments and is also found in iSCSI environments. I won’t go so far as to say that multipathing is strictly for block-based storage environments, but I will say that multipathing for NFS is generally handled much differently than for block storage.
 

In vSphere 4, VMware and VMware technology partners spent considerable effort overhauling how the elements of the vSphere storage stack that deal with multipathing work. This architecture, known as the Pluggable Storage Architecture (PSA), is present in vSphere 5 as well. Figure 6.20 shows an overview of the PSA.
 


Figure 6.20 vSphere’s Pluggable Storage Architecture is highly modular and extensible.
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One of the key goals in the development of the PSA was to make vSphere multipathing much more flexible. Pre–vSphere 4 versions of VMware ESX/ESXi had a rigid set of lists that determined failover policy and multipathing policy, and this architecture was updated only with major VMware releases. With the PSA’s modular architecture, vSphere administrators have a much more flexible approach.
 

Four different modules compose the PSA:
 

 

 
	Native multipathing plug-in (NMP)
 

 
	Storage array type plug-in (SATP)
 

 
	Path selection plug-in (PSP)
 

 
	Multipathing plug-in (MPP)
 


 

Any given ESXi host can have multiple modules in use at any point and can be connected to multiple arrays, and you can configure the combination of modules used (an NMP/SATP/PSP combination or an MPP) on a LUN-by-LUN basis.
 

Let’s see how they work together.
 

Understanding the NMP Module
 

The NMP module handles overall MPIO behavior and array identification. The NMP leverages the SATP and PSP modules and isn’t generally configured in any way.
 

Understanding SATP Modules
 

SATP modules handle path failover for a given storage array and determine the failover type for a LUN.
 

vSphere ships with SATPs for a broad set of arrays, with generic SATPs for non-specified arrays and a local SATP for local storage. The SATP modules contain the rules on how to handle array-specific actions or behavior, as well as any specific operations needed to manage array paths. This is part of what makes the NMP modular (unlike the NMP in prior versions); it doesn’t need to contain the array-specific logic, and additional modules for new arrays can be added without changing the NMP. Using the SCSI Array ID reported by the array via a SCSI query, the NMP selects the appropriate SATP to use. After that, the SATP monitors, deactivates, and activates paths (and when a manual rescan occurs, detects new paths)—providing information up to the NMP. The SATP also performs array-specific tasks such as activating passive paths on active/passive arrays.
 

To see what array SATP modules exist, enter the following command from the vCLI (I ran this from the vSphere Management Assistant):
 


 

esxcli –s vcenter-01 –h pod-1-blade-7 storage nmp satp list



 



 

Figure 6.21 shows the results this command returns (note that the default PSP for a given SATP is also shown):
 


Figure 6.21 Only the SATPs for the arrays to which an ESXi host is connected are loaded.
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Understanding PSP Modules
 

The PSP module handles the actual path used for every given I/O.
 

The NMP assigns a default PSP, which can be overridden manually for every LUN based on the SATP associated with that device. This command (and the output captured in Figure 6.22) shows you the three PSPs vSphere includes by default:
 


 

esxcli -s vcenter-01 -h pod-1-blade-7 storage nmp psp list



 



 


Figure 6.22 vSphere ships with three default PSPs.
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Each of these PSPs performs path selection slightly differently:
 

 

 
	Most Recently Used (noted as VMW_PSP_MRU) selects the path it used most recently. If this path becomes unavailable, the ESXi host switches to an alternative path and continues to use the new path while it is available. This is the default for active/passive array types.
 

 
	Fixed (noted as VMW_PSP_FIXED) uses the designated preferred path, if it has been configured. Otherwise, it uses the first working path discovered at system boot time. If the ESXi host cannot use the preferred path, it selects a random alternative available path. The ESXi host automatically reverts to the preferred path as soon as the path becomes available. This is the default for active/active array types (or active/passive arrays that use ALUA with SCSI-2 reservation mechanisms—in these cases, they appear as active/active).
 

 
	Round Robin (noted as VMW_PSP_RR) rotates the path selection among all available paths and enables basic load balancing across the paths. This is neither a weighted algorithm nor responsive to queue depth, but is a significant improvement. In prior ESXi versions, there was no way to load balance a LUN, and customers needed to statically distribute LUNs across paths, which was a poor proxy for true load balancing.
 


 


Which PSP Is Right if You’re Using ALUA?

 

What do you do if your array can be configured to use ALUA—and therefore could use the Fixed, MRU, or Round Robin policy? See the “Understanding Midrange and Enterprise Storage Array Design” section for information on ALUA.

 

The Fixed and MRU path failover policies deliver failover only and work fine with active-active and active-passive designs, regardless of whether ALUA is used. Of course, they both drive workloads down a single path. Ensure that you manually select active I/O paths that are the “good” ports, which are the ones where the port is on the storage processor owning the LUN. You don’t want to select the “bad” ports, which are the higher-latency, lower-throughput ones that transit the internal interconnect to get to the LUN.

 

The out-of-the-box load-balancing policy in vSphere (Round Robin) doesn’t use the non-optimized paths (though they are noted as active in the vSphere Client). Third-party multipathing plug-ins that are aware of the difference between the asymmetrical path choices can optimize an ALUA configuration.

 




 

Perform the following steps to see what SATP (and PSP) is being used for a given LUN in the vSphere Client:
 


1. In the vSphere Client, navigate to the Datastore And Datastore Clusters inventory view.


2. Select a datastore from the list on the left; then select the Configuration tab on the right.


3. Click the Properties hyperlink.


This opens the Datastore Properties dialog box.

 

4. Click the Manage Paths button.


This opens the Datastore Manage Paths dialog box. The SATP will be listed near the top of this dialog box, as shown in Figure 6.23.

 



 


Figure 6.23 The SATP for this datastore is VMW_SATP_SYMM, which is the default SATP for EMC Symmetrix arrays.
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In this example, the array is an EMC Symmetrix VMAX, so the default SATP reports this as an active/active array, and the generic VMW_SATP_SYMM is selected.
 

The default PSP is Fixed (VMware), but this has been manually changed to Round Robin (VMware). A change in the PSP takes place immediately when you change it. There is no confirmation. Note that the PSP is configurable on a LUN-by-LUN basis.
 


What Is All the Stuff in the Storage Devices List?

 

In the runtime name, the C is the channel identifier, the T is the target identifier, and the L is the LUN number.

 

And that long text string starting with naa? This is the Network Address Authority ID, which is a unique identifier for the target and a LUN. This ID is guaranteed to be persistent through reboots and is used throughout vSphere. You can copy the NAA ID to the clipboard of the system running the vSphere Client by right-clicking the name in the configuration screen and selecting “Copy Identifier to Clipboard.”

 




 

Understanding MPP Modules
 

The MPP module can add significantly enhanced multipathing to vSphere, and for the given LUNs it supports, it replaces the NMP, SATP, and PSP. The MPP claim policy (the LUNs that it manages) is defined on a LUN-by-LUN and array-by-array basis, and MPPs can coexist with NMP.
 

Because it replaces the NMP, SATP, and PSP, the MPP can change the path selection normally handled by the PSP. This allows the MPP to provide more sophisticated path selection than the VMware-supplied PSPs are capable of offering—including selecting by host queue depth and, in some cases, the array target port state. As a result of this more sophisticated path selection, an MPP could offer notable performance increases or other new functionality not present in vSphere by default.
 

The PSA was written not only to be modular but also to support third-party extensibility; third-party SATPs, PSPs, and MPPs are technically possible. At the time of this writing, only a couple MPPs were generally available, though other vendors are likely to create third-party SATPs, PSPs, and potentially full MPPs. Once the MPP is loaded on an ESXi host via the vSphere Client’s host update tools, all multipathing for LUNs managed by that MPP become fully automated.
 


An Example of a Third-Party MPP

 

EMC PowerPath/VE is a third-party multipathing plug-in that supports a broad set of EMC and non-EMC array types. PowerPath/VE dramatically enhances load balancing, performance, and availability using the following techniques: 
 

 
	Better availability through active management of intermittent path behavior
 

 
	Better availability through more rapid path state detection
 

 
	Better availability through automated path discovery behavior without manual rescan
 

 
	Better performance through better path selection using weighted algorithms, which is critical in cases where the paths are unequal (ALUA)
 

 
	Better performance by monitoring and adjusting the ESXi host queue depth to select the path for a given I/O, shifting the workload from heavily used paths to lightly used paths
 

 
	Better performance with some arrays by predictive optimization based on the array port queues (which are generally the first point of contention and tend to affect all the ESXi hosts simultaneously; without predictive advance handling, they tend to cause simultaneous path choice across the ESXi cluster)
 



 


 




 

Previously in this chapter, in the section on VMFS, I mentioned that one potential advantage to having a VMFS datastore spanned across multiple extents on multiple LUNs would be to increase the parallelism of the LUN queues. In addition, in this section you’ve heard me mention how a third-party MPP might make multipathing decisions based on host or target queues. Why is queuing so important? I’ll review queuing in the next section.
 

Reviewing the Importance of LUN Queues
 

Queues are an important construct in block storage environments (across all protocols, including Fibre Channel, FCoE, and iSCSI). Think of a queue as a line at the supermarket checkout. Queues exist on the server (in this case the ESXi host), generally at both the HBA and LUN levels. They also exist on the storage array. Every array does this differently, but they all have the same concept. Block-centric storage arrays generally have these queues at the target ports, array-wide, and array LUN levels, and finally at the spindles themselves. File-centric storage arrays generally have queues at the target ports and array-wide, but abstract the array LUN queues because the LUNs actually exist as files in the filesystem. However, file-centric designs have internal LUN queues underneath the filesystems themselves and then ultimately at the spindle level—in other words, it’s internal to how the file server accesses its own storage.
 

The queue depth is a function of how fast things are being loaded into the queue and how fast the queue is being drained. How fast the queue is being drained is a function of the amount of time needed for the array to service the I/O requests. This is called the service time, and in the supermarket checkout it is the speed of the person behind the checkout counter (ergo, the array service time).
 


Can I View the Queue?

 

To determine how many outstanding items are in the queue, use resxtop, hit U to get to the storage screen, and look at the QUED column.

 




 

The array service time itself is a function of many things, predominantly the workload, then the spindle configuration, then the write cache (for writes only), then the storage processors, and finally, with certain rare workloads, the read caches.
 

So why is all this important? Well, for most customers it will never come up, and all queuing will be happening behind the scenes. However, for some customers, LUN queues are one of the predominant things with block storage architectures that determines whether your VMs are happy or not from a storage performance perspective.
 

When a queue overflows (either because the storage configuration is insufficient for the steady-state workload or because the storage configuration is unable to absorb a burst), it causes many upstream effects to slow down the I/O. For IP-focused people, this effect is analogous to TCP windowing, which should be avoided for storage just as queue overflow should be avoided.
 

You can change the default queue depths for your HBAs and for each LUN. (See www.vmware.com for HBA-specific steps.) After changing the queue depths on the HBAs, a second step is needed at the VMkernel layer. You must increase the amount of outstanding disk requests from the VMs to VMFS to match the HBA setting. You can do this in the ESXi advanced settings, specifically Disk.SchedNumReqOutstanding, as shown in Figure 6.24. In general, the default settings for LUN queues and Disk.SchedNumReqOutstanding are the best. I don’t recommend changing these values unless instructed to do so by VMware or your storage vendor.
 


Figure 6.24 It is possible to adjust the advanced properties for advanced use cases, increasing the maximum number of outstanding requests allowed to match adjusted queues.
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If the queue overflow is not a case of dealing with short bursts but rather that you are underconfigured for the steady state workload, making the queues deeper can have a downside: higher latency. Then it overflows anyway. This is the predominant case, so before increasing your LUN queues, check the array service time. If it’s taking more than 10 milliseconds to service I/O requests, you need to improve the service time, usually by adding more spindles to the LUN or by moving the LUN to a faster-performing tier.
 

The last topic I’ll cover before moving on to more hands-on topics is a relatively new feature to vSphere, first introduced in vSphere 4.1 and expanded in vSphere 5.0: the vSphere Storage APIs.
 

Uncovering the vSphere Storage APIs
 

Formerly known as the vStorage APIs, the vSphere Storage APIs aren’t necessarily application programming interfaces (APIs) in the truest sense of the word. In some cases, yes, but in other cases, they are simply storage commands that vSphere leverages.
 

There are several broad families of storage APIs that vSphere offers:
 

 

 
	vSphere Storage APIs for Array Integration
 

 
	vSphere Storage APIs for Storage Awareness
 

 
	vSphere Storage APIs for Site Recovery
 

 
	vSphere Storage APIs for Multipathing
 

 
	vSphere Storage APIs for Data Protection
 


 

Because of the previous naming convention (vStorage APIs), some of these technologies are more popularly known by their acronyms. Table 6.2 maps the well-known acronyms to their new official names.
 

Table 6.2 vSphere Storage API acronyms
 


	Well-Known Acronym
	Official Name



	VAAI
	vSphere Storage APIs for Array Integration


	VASA
	vSphere Storage APIs for Storage Awareness


	VADP
	vSphere Storage APIs for Data Protection



 

In this book, for consistency with what is found in the community and the marketplace, I’ll use the well-known acronyms when I refer to these technologies.
 

As I mentioned previously, some of these technologies are truly APIs. The Storage APIs for Multipathing are the APIs that VMware partners can use to create third-party MPPs, SATPs, and PSPs for use in the PSA. Similarly, the Storage APIs for Site Recovery encompass the actual programming interfaces that enable array vendors to make their storage arrays work with VMware’s Site Recovery Manager product, and the Storage APIs for Data Protection are the APIs that third-party companies can use to build virtualization-aware and virtualization-friendly backup solutions.
 

There are two sets remaining that I haven’t yet mentioned, and that’s because I’d like to delve into those a bit more deeply. I’ll start with the Storage APIs for Array Integration.
 

Exploring the vSphere Storage APIs for Array Integration
 

The vSphere Storage APIs for Array Integration (more popularly known as VAAI) were first introduced in vSphere 4.1 as a means of offloading storage-related operations from the ESXi hosts to the storage array. Although VAAI is largely based on SCSI commands ratified by the T10 committee in charge of the SCSI standards, it does require appropriate support from storage vendors, so you’ll want to check with your storage vendor to see what is required in order to support VAAI. In addition to the VAAI features introduced in vSphere 4.1, vSphere 5 introduces even more storage offloads (popularly referred to as VAAIv2). Here’s a quick rundown of the storage offloads available in vSphere 5:
 


Hardware-Assisted Locking Also called atomic test and set (ATS), this feature supports discrete VM locking without the use of SCSI reservations. In the section titled “Examining the vSphere Virtual Machine File System,” I briefly described how vSphere uses SCSI reservations when VMFS metadata needs to be updated. Hardware-assisted locking allows for disk locking per sector instead of locking the entire LUN. This offers a dramatic increase in performance when lots of metadata updates are necessary (such as powering on many VMs at the same time).

 

Hardware-Accelerated Full Copy Support for hardware-accelerated full copy allows storage arrays to make full copies of data completely internal to the array instead of requiring the ESXi host to read and write the data. This causes a significant reduction in the storage traffic between the host and the array, and can reduce the time required to perform operations like cloning VMs or deploying new VMs from templates.

 

Hardware-Accelerated Block Zeroing Sometimes called write same, this functionality allows storage arrays to zero out large numbers of blocks to provide newly allocated storage without any previously written data. This can speed up operations like creating VMs and formatting virtual disks.

 

Thin Provisioning vSphere 5 adds an additional set of hardware offloads around thin provisioning. First, vSphere 5 is thin provisioning aware, meaning that it will recognize when a LUN presented by an array is thin provisioned. In addition, vSphere 5 adds the ability to reclaim dead space (space no longer used) via the T10 UNMAP command; this will help keep space utilization in thin-provisioned environments in check. Finally, vSphere 5 adds support for providing advance warning of thin-provisioned out-of-space conditions and provides better handling for true out-of-space conditions.

 



 


Standards-Based or Proprietary?

 

So is the functionality of VAAI standards-based or proprietary? Well, the answer is a little of both. In vSphere 4.1, the hardware-accelerated block zeroing was fully T10 compliant, but the hardware-assisted locking and hardware-accelerated full copy were not fully T10 compliant and required specific support from the array vendors. In vSphere 5, all three of these features are fully T10 compliant, as is the thin-provisioning support, and will work with any array that is also T10 compliant.

 

The NAS offloads, however, are not standards-based and will require specific plug-ins from the NAS vendors in order to take advantage of these offloads.

 




 

vSphere 5 also introduces hardware offloads for NAS:
 


Reserve Space This functionality allows for the creation of thick-provisioned VMDKs on NFS datastores, much like what is possible on VMFS datastores.

 

Full File Clone The Full File Clone functionality allows offline VMDKs to be cloned (copied) by the NAS device.

 

Lazy File Clone This feature allows NAS devices to create native snapshots for the purpose of space-conservative VMDKs for virtual desktop infrastructure (VDI) environments. It’s specifically targeted at emulating the Linked Clone functionality vSphere offers on VMFS datastores.

 

Extended Statistics When leveraging the Lazy File Clone feature, this feature allows more accurate space reporting.

 



 

In all cases, support for VAAI requires that the storage vendor’s array be fully T10 compliant (for block-level VAAI commands) or support VMware’s file-level NAS offloads via a vendor-supplied plug-in. Check with your storage vendor to determine what firmware revisions, software levels, or other requirements are necessary to support VAAI/VAAIv2 with vSphere 5.
 

The vSphere Client reports VAAI support, so it’s easy to determine if your array has been recognized as VAAI capable by vSphere. Figure 6.25 shows a series of datastores; note the status of the Hardware Acceleration column.
 


Figure 6.25 A datastore is reported as Unknown if not all the hardware offload features are supported.
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Figure 6.26 shows another list of datastores; in this list, you can see that some datastores clearly report Supported in the Hardware Acceleration column. 
 


Figure 6.26 If all hardware offload features are supported, the Hardware Acceleration status is listed as Supported.
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vSphere determines the hardware acceleration status for VMFS datastores and NFS data stores differently. For VMFS datastores, if at least one of the various SCSI commands is unsupported but others are supported, then the status will be listed as Unknown. If all the commands are unsupported, it will list Not Supported; if all the commands are supported, it will list Supported. You can gather a bit more detail about which commands are supported or not supported using the esxcli command-line utility from the vSphere Management Assistant. Run this command:
 


 

esxcli -s vcenter-01 -h pod-1-blade-5 storage core device vaai status get



 



 

You’ll get output that looks something like Figure 6.27; note that some of the commands are listed as unsupported, but block zero is supported. Because there is at least one supported and one unsupported, vSphere reports the status as Unknown.
 


Figure 6.27 The VAAI support is partial—some are listed as supported while others are listed as unsupported—so the vSphere Client reports hardware acceleration as Unknown.
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If you run this command against an array where all the commands are supported, you’ll get output like what is shown in Figure 6.28.
 


Figure 6.28 When all the VAAI commands are supported, the vSphere Client will report hardware acceleration as Supported.
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For the inquisitive types who are interested in just a bit more detail on how VAAI works and fits into the vSphere PSA, try running this command from the vSphere Management Assistant:
 


 

esxcli -s vcenter-01 -h pod-1-blade-8 storage core claimrules list –c all



 



 

The output will look something like Figure 6.29.
 


Figure 6.29 VAAI works hand-in-hand with claimrules that are used by the PSA for assigning an SATP and PSP for detected storage devices.
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This output shows you that VAAI works in conjunction with the claimrules that the PSA uses when determining the SATP and PSP for a given storage device.
 


You Can Disable VAAI if Necessary

 

There might be situations where disabling VAAI is required. Some advanced SAN fabric features, for example, aren’t currently compatible with VAAI. To disable VAAI, set the value of the following advanced settings to zero: 
 

 
	/VMFS3/HardwareAcceleratedLocking
 

 
	/DataMoverHardwareAcceleratedMove
 

 
	/DataMover/HardwareAcceleratedInit
 



 


 

No reboot is necessary for this change to take effect. To re-enable VAAI, change the value for these advanced settings back to 1.

 




 

VAAI is not the only mechanism for advanced storage integration with vSphere; with vSphere 5, VMware also introduced the Storage APIs for Storage Awareness. I’ll describe those in the next section.
 

Exploring the vSphere Storage APIs for Storage Awareness
 

The vSphere Storage APIs for Storage Awareness, more commonly known as VASA (from its previous name, the vStorage APIs for Storage Awareness), enables more advanced out-of-band communication between storage arrays and the virtualization layer. At a high level, VASA operates in the following manner:
 

 

 
	The storage array communicates its capabilities to the VASA provider. These capabilities could be just about anything: replication status, snapshot capabilities, storage tier, drive type, or IOps capacity. Exactly what capabilities are communicated to the VASA provider are strictly determined by the storage vendor.
 

 
	The VASA provider communicates these capabilities to vCenter Server. This allows vSphere administrators to, for the very first time, see storage capabilities within vCenter Server.
 


 

To enable this communication, you must have a VASA provider supplied by your storage vendor. This VASA provider might be a separate VM supplied by the storage vendor, or it might be an additional service provided by the software on the array. The one restriction that VMware does place on the VASA provider is that it can’t run on the same computer as vCenter Server. Once you have this VASA provider, you’ll then add it to vCenter Server using the Storage Providers icon on the vSphere Client home screen, shown in Figure 6.30.
 


Figure 6.30 The Storage Providers area is where you go to enable communication between the VASA provider and vCenter Server.
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Once the storage provider has been added to vCenter Server, it will communicate storage capabilities up to vCenter Server.
 

However, the presence of these storage capabilities is only half the picture. The other half of the picture is what the vSphere administrator does with these capabilities: build profile-driven VM storage policies, as I describe in the next section.
 

Examining Profile-Driven Storage
 

Working in conjunction with VASA, the principle behind profile-driven storage is simple: allow vSphere administrators to build VM storage profiles that describe the specific storage attributes that a VM requires. Then, based on that VM storage profile, allow vSphere administrators to place VMs on datastores that are compliant with that storage profile, thus ensuring that the needs of the VM are properly serviced by the underlying storage.
 

Working with profile-driven storage involves the following three steps:
 


1. Use VASA to populate system storage capabilities and/or create user-defined storage capabilities. System capabilities are automatically propagated to datastores; user-defined capabilities must be manually assigned.


2. Create VM storage profiles that define the specific features a VM requires from the underlying storage.


3. Assign a VM storage profile to a VM and then check its compliance (or noncompliance) with the assigned VM storage profile.




 

I’ll provide the details on how to accomplish step 2 and step 3 later in this chapter in the section “Creating and Assigning VM Storage Profiles.” In the section “Assigning a Storage Capability to a Datastore,” I’ll show you how to assign a user-defined storage capability to a datastore.
 

In the “Creating and Assigning VM Storage Profiles” section, I’ll show you how to create a VM storage profile and then determine the compliance or noncompliance of a VM with that storage profile.
 

For now, I’d like to show you how to create a user-defined storage capability. Keep in mind that the bulk of the power of profile-driven storage comes from the interaction with VASA to automatically gather storage capabilities from the underlying array. However, you might find it necessary or useful to define one or more additional storage capabilities that you can use in building your VM storage profiles.
 

Perform the following steps to create a user-defined storage capability:
 


1. In the vSphere Client, navigate to the Home screen and click the VM Storage Profiles icon, as shown in Figure 6.31.


2. In the VM Storage Profiles screen, click Manage Storage Capabilities.


This will bring up the Manage Storage Capabilities dialog box.

 

3. Click Add to create a new user-defined storage capability.


4. In the Add Storage Capability dialog box, provide a name and description for the new user-defined capability.


Figure 6.32 shows an example of a user-defined storage capability. Click OK when you’ve finished supplying a name and description.

 

5. Click Close in the Manage Storage Capabilities dialog box when you’ve finished adding user-defined storage capabilities.




 


Figure 6.31 The VM Storage Profiles area in the vSphere Client is one place to create user-defined storage capabilities. You can also create them from the Datastores and Datastore Clusters inventory view.
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Figure 6.32 You’ll need to supply a name and description for each new user-defined storage capability.
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Any system-provided storage capabilities supplied by VASA will also show up in the Manage Storage Capabilities dialog box.
 

You’ll come back to the VM Storage Profiles area of the vSphere Client later in this chapter when I show you how to create a VM storage profile and assign it to a VM.
 

Now that I’ve covered some vSphere-specific storage basics, let’s move on to working with VMFS datastores.
 

Working with VMFS Datastores
 

It’s time to shift the focus away from concepts and into practice. In this section, I’ll take a look at working with VMFS datastores. As you learned in the previous section, VMFS is the filesystem that vSphere uses for all block-based storage, so it’s common. Working with VMFS datastores will be a daily task that you, as a vSphere administrator, will be responsible for accomplishing.
 

Let’s start with adding a VMFS datastore. Every VMFS datastore is backed by a LUN, so first I’ll need to review the process for adding a LUN to your ESXi hosts. The process for adding a LUN will vary based on the block storage protocol, so the next two sections will describe adding a LUN via Fibre Channel or FCoE (these are essentially the same) and via iSCSI.
 

Adding a LUN via Fibre Channel
 

Adding a LUN to vSphere via Fibre Channel is really more of a task for the storage administrator (who might also be the vSphere administrator in some environments!). As I mentioned previously in the “Reviewing Fibre Channel” section, making a LUN visible over a Fibre Channel SAN involves a few steps, only one of which is done in the vSphere environment:
 


1. Zone the Fibre Channel SAN so that the ESXi host(s) can see the target port(s) on the storage array.


2. On the storage array, present the LUN to the ESXi host(s). This procedure varies from vendor to vendor. In a NetApp environment, this involves adding the host’s WWNs to an initiator group (or igroup); in an EMC environment, it involves creating a storage group. Refer to your specific storage vendor’s instructions.


3. Rescan for new storage devices on the ESXi host.




 

That last step is the only step that involves the vSphere environment. There are two ways to rescan for new storage devices: you can rescan a specific storage adapter, or you can rescan all storage adapters.
 

Perform the following steps to rescan only a specific storage adapter:
 


1. In the vSphere Client, navigate to the Configuration tab for a specific ESXi host in the Hosts And Clusters inventory view.


2. In the Hardware section, select Storage Adapters.


This will display the storage adapters recognized in the selected ESXi host.

 

3. Right-click a storage adapter and select Rescan.


You’ll note that two tasks appear in the Tasks pane of the vSphere Client: a task for rescanning the selected HBA and a task for rescanning VMFS.

 

The task for rescanning the HBA is pretty straightforward; this is a query to the device to see if new storage devices are available. If new storage devices are available to the adapter, they will appear in the Details pane of the Storage Adapters area in the vSphere Client (see Figure 6.33).

 

The second task is a bit different. The VMFS rescan is triggered automatically, and it scans available storage devices for an existing VMFS datastore. If it finds an existing VMFS datastore, it will attempt to mount the VMFS datastore and make it available to the ESXi host. Automatically triggering the VMFS rescan simplifies the process of making new VMFS datastores available to ESXi hosts.

 



 


Figure 6.33 The Storage Adapters area of a host’s Configuration tab shows the details for storage devices.
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In addition to rescanning just a single HBA or CNA, you can also rescan all storage adapters. This method might give you just a bit more control; it allows you to specify whether you’d like to scan the HBA, scan for VMFS datastores, or both.
 

Perform the following steps to rescan all storage adapters:
 


1. In the vSphere Client, navigate to the Configuration tab for a specific ESXi host in the Hosts And Clusters inventory view.


2. From the Hardware section, select Storage Adapters.


3. Click the Rescan All hyperlink in the upper-right corner of the content pane.


4. If you want to only scan for new LUNs that have been zoned or presented to the ESXi host, select Scan For New Storage Devices and deselect Scan For New VMFS Volumes.


If you want to scan only for new VMFS datastores, deselect Scan For New Storage Devices and select Scan For New VMFS Volumes.

 

If you want to do both, simply click OK (both are selected by default). You’ll see the appropriate tasks appear in the Tasks pane of the vSphere Client.

 



 


You Can Also Rescan an Entire Cluster

 

If you right-click a cluster object in the Hosts And Clusters inventory view, you can also rescan an entire cluster for new storage objects.

 




 

Assuming that the zoning of your Fibre Channel SAN is correct and that the storage has been presented to the ESXi host properly, your new LUN should appear in the Details pane shown previously in Figure 6.33.
 

Once the LUN is visible, you’re ready to create a new VMFS datastore on the LUN, but before I get to that, I need to cover the process for adding a LUN via FCoE.
 

Adding a LUN via FCoE
 

The process for adding a LUN via FCoE really depends on one key question: are you using a CNA where the FCoE is handled in hardware, or are you using vSphere 5’s new software-based FCoE initiator?
 

In previous versions of vSphere, FCoE was supported strictly in hardware, meaning that you could use FCoE only if you had an FCoE CNA installed in your ESXi host. In this configuration, the CNA drivers presented the CNAs to the ESXi host as if they were Fibre Channel HBAs. Therefore, the process of adding a LUN to an ESXi host using hardware-based FCoE was virtually identical to the process I described previously in the section “Adding a LUN via Fibre Channel.” Because it’s so similar, I won’t repeat those steps here.
 

However, vSphere 5 adds the ability to perform FCoE in software via an FCoE software initiator. There is still an element of hardware support required, though; only certain network interface cards that support partial FCoE offload are supported. Refer to the vSphere Compatibility Guide or the vSphere HCL.
 

Assuming you have a supported NIC, the process for configuring the software FCoE initiator is twofold: configure the FCoE networking and then activate the software FCoE adapter.
 

Perform the following steps to configure the networking for software FCoE:
 


1. Log in to the vSphere Client, and connect to an ESXi host or to a vCenter Server instance.


2. Navigate to the Hosts And Clusters inventory view.


3. Select a host from the inventory panel and then click the Configuration tab.


4. From the Hardware section, select Networking. Make sure you are in the vSphere Standard Switch view.


5. Use the Add Networking link to create a new vSphere Standard Switch with a VMkernel port.


When selecting uplinks for the new vSwitch, be sure to select the NIC that supports partial FCoE offload. You can add multiple NICs to a single vSwitch, or you can add each FCoE offload-capable NIC to a separate vSwitch. However, once you add the NICs to a vSwitch, don’t remove them or you’ll disrupt the FCoE traffic.

 

For more information on creating a vSphere Standard Switch, creating a VMkernel port, or selecting uplinks for a vSwitch, refer to Chapter 5.

 

6. Once you’ve configured the network, click Storage Adapters in the Hardware section of the Configuration tab.


(You should still be on this tab after completing the network configuration.)

 

7. Click Add, select Software FCoE Adapter, and click OK.


8. On the Add Software FCoE Adapter dialog box, select the appropriate NIC (one that supports partial FCoE offload and that was used as an uplink for the vSwitch you created previously) from the drop-down list of physical adapters.


9. Click OK.




 


Other Networking Limitations for Software FCoE

 

Don’t move a network adapter port from one vSwitch to another when FCoE traffic is active, or you’ll run into problems. If you made this change, moving the network adapter port back to the original vSwitch will correct the problem. Reboot your ESXi host if you need to move the network adapter port permanently.

 





  

















































Also, be sure to use a VLAN for FCoE that is not used for any other form of networking on your ESXi host.

 

Double-check that you’ve disabled Spanning Tree Protocol (STP) on the ports that will support software FCoE from your ESXi host. Otherwise, the FCoE Initialization Protocol (FIP) exchange might be delayed and cause the software adapter not to function properly.

 




 

vSphere will create a new adapter in the list of Storage Adapters. Once the adapter is created, you can right-click the adapter to view its properties, such as getting the WWN assigned to the software adapter. You’ll use that WWN in the zoning and LUN presentation as described in the section on adding a LUN via Fibre Channel. After you’ve completed the zoning and LUN presentation, you can rescan the adapter to see the new LUN appear.
 

The next procedure I’ll review is adding a LUN with iSCSI.
 

Adding a LUN via iSCSI
 

As with FCoE, the procedure for adding a LUN via iSCSI depends on whether you are doing hardware-based iSCSI (using an iSCSI HBA) or leveraging vSphere’s software iSCSI initiator.
 

If you are using a hardware iSCSI solution, the configuration takes place in the iSCSI HBA itself. The instructions for configuring your iSCSI HBA will vary from vendor to vendor, so once again I’ll refer you to your specific vendor’s documentation on how to configure your iSCSI HBA to properly connect to your iSCSI SAN. Once the iSCSI HBA is configured, then the process for adding a LUN via hardware-based iSCSI is much like the process I described for Fibre Channel in the section “Adding a LUN via Fibre Channel,” so I won’t repeat the steps here.
 

If you instead choose to use vSphere’s software iSCSI initiator, then you can take advantage of iSCSI connectivity without the need for iSCSI hardware installed in your server.
 

As with the software FCoE adapter, there are a couple of different steps involved in setting up the software iSCSI initiator:
 


1. Configure networking for the software iSCSI initiator.


2. Activate and configure the software iSCSI initiator.




 

The following sections describe these steps in more detail.
 

Configuring Networking for the Software iSCSI Initiator
 

With iSCSI, although the Ethernet stack can technically be used to perform some multipathing and load balancing, this is not how iSCSI is generally designed. iSCSI uses the same multipath I/O (MPIO) storage framework as Fibre Channel and FCoE SANs. As a result, a specific networking configuration is required to support this framework. In particular, you’ll need to configure the networking so that each path through the network uses only a single physical NIC. The MPIO framework can then use each NIC as a path and perform the appropriate multipathing functions. This configuration also allows iSCSI connections to scale across multiple NICs; using Ethernet-based techniques like link aggregation will increase overall throughput but will not increase throughput for any single iSCSI target.
 

Perform the following steps to configure the virtual networking properly for the software iSCSI initiator:
 


1. In the vSphere Client, navigate to the Hosts And Clusters inventory view and select an ESXi host from the inventory panel.


2. Select the Configuration tab and then click Networking. Make sure you are in the vSphere Standard Switch view.


(You can also use a vSphere Distributed Switch, but for simplicity I’ll use a vSwitch in this procedure.)

 

3. Create a new vSwitch with at least two uplinks. Make sure all uplinks are listed as active NICs in the vSwitch’s failover order.



Using Shared Uplinks vs. Dedicated Uplinks

 

Generally, a bet-the-business iSCSI configuration will use a dedicated vSwitch with dedicated uplinks. However, if you are using 10 Gigabit Ethernet, you may only have two uplinks. In this case, you will have to use a shared vSwitch and shared uplinks. If at all possible, I recommend configuring Quality of Service on the vSwitch, either by using a vSphere Distributed Switch with Network I/O Control or by using the Cisco Nexus 1000V and QoS. This will help ensure that iSCSI traffic is granted the appropriate network bandwidth so that your storage performance doesn’t suffer.

 




 

4. Create a VMkernel port for use by iSCSI. Configure the VMkernel port to use only one of the available uplinks on the vSwitch.


5. Repeat step 4 for each uplink on the vSwitch. Ensure that each VMkernel port is assigned only one active uplink and that no uplinks are shared between VMkernel ports.


Figure 6.34 shows the NIC Teaming tab for an iSCSI VMkernel port; note that only one uplink is listed as an active NIC.

 



 


What’s the Maximum Number of Links That You Can Use for iSCSI?

 

You can use the method shown previously to drive I/O down eight separate vmnics. Testing has shown that vSphere is able to drive 9 Gbps of iSCSI throughput through a single ESXi host.

 




 


Figure 6.34 For proper iSCSI multipathing and scalability, only one uplink can be active for each iSCSI VMkernel port.
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For more information on how to create a vSwitch, assign uplinks, create VMkernel ports, or modify the NIC failover order for a vSwitch or VMkernel port, refer to Chapter 5.
 

When you finish with the networking configuration, you’re ready for the next step.
 

Activating and Configuring the Software iSCSI Initiator
 

After configuring the network appropriately for iSCSI, perform these steps to activate and configure the software iSCSI initiator:
 


1. In the vSphere Client, navigate to the Hosts And Clusters inventory view and select an ESXi host from the inventory panel.


2. Click the Configuration tab and select Storage Adapters.


3. Click the Add hyperlink. From the Add Storage Adapter dialog box, select Add Software iSCSI Adapter and click OK.


4. A dialog box will appear, informing you that a software iSCSI will be added to the list of storage adapters. Click OK.


After a few moments, a new storage adapter under the iSCSI Software Adapter will appear, as shown in Figure 6.35.

 

5. Right-click the new adapter and select Properties. This opens the iSCSI Initiator Properties dialog box.


6. Click the Network Configuration tab.


7. Click the Add button to add a VMkernel port binding.


This will create the link between a VMkernel port used for iSCSI traffic and a physical NIC.

 


The VMkernel Port Bindings GUI Is New

 

In previous versions of vSphere, binding VMkernel interfaces to physical NICs for iSCSI multipathing had to be done at the command-line interface.

 




 

8. From the Bind With VMkernel Network Adapter dialog box, select a compliant port group.


A compliant port group is a port group with a VMkernel port configured with only a single physical uplink. Figure 6.36 shows an example of two compliant port groups you could select to bind to the VMkernel network adapter.

 

Click OK after selecting a compliant port group.

 

9. Repeat step 8 for each VMkernel port and uplink you created previously when configuring the network for iSCSI.


When you’ve finished, the iSCSI Initiator Properties dialog box will look something like Figure 6.37.

 

10. Select the Dynamic Discovery tab and click Add.


11. In the Add Send Target Server dialog box, enter the IP address of the iSCSI target. Click OK when you’ve finished.


Configuring discovery tells the iSCSI initiator what iSCSI target it should communicate with to get details about storage that is available to it and actually has the iSCSI initiator log in to the target—which makes it known to the iSCSI target. This also populates all the other known iSCSI targets and populates the Static Discovery entries.

 



 

If you’ve already performed the necessary masking/presentation tasks on the iSCSI array to make LUNs available, then the LUN should now show up in the list of devices on the software iSCSI adapter, and you can use that LUN to create a VMFS datastore. If you haven’t already presented the LUN to the ESXi host, you’ll need to do so according to your vendor’s instructions (every array vendor is different). After presenting the storage to the host, a rescan of the iSCSI adapter—using the procedure I outlined in the “Adding a LUN via Fibre Channel” section—should cause the device to show up.
 


Troubleshooting iSCSI LUNs

 

If you’re having a problem getting the iSCSI LUN to show up on your ESXi host, check the following troubleshooting list: 
 

 
	Are you able to ping the iSCSI target from the initiator? (Use the Direct Console User Interface (DCUI) test connectivity from the ESXi host, or enable the ESXi shell and use the vmkping command.)
 

 
	Is the physical cabling correct? Are the link lights showing a connected state on the physical interfaces on the ESXi host, the Ethernet switches, and the iSCSI arrays?
 

 
	Are your VLANs configured correctly? If you’ve configured VLANs, have you properly configured the same VLAN on the host, the switch, and the interface(s) that will be used on the array for the iSCSI target?
 

 
	Is your IP routing correct and functional? Have you properly configured the IP addresses of the VMkernel port and the interface(s) that will be used on the array for the iSCSI target? Are they on the same subnet? If not, they should be. Although iSCSI can be routed, it’s not a good idea because routing adds significant latency and isn’t involved in a bet-the-business storage Ethernet network. In addition, it’s generally not recommended in vSphere environments.
 

 
	Is iSCSI traffic being allowed through any firewalls? If the ping succeeds but subsequently the iSCSI initiator can’t log into the iSCSI target, check whether TCP port 3620 is being blocked by a firewall somewhere in the path. Again, the general recommendation is to avoid firewalls in the midst of the iSCSI data path wherever possible to avoid introducing additional latency.
 

 
	Is your CHAP configuration correct? Have you correctly configured authentication on both the iSCSI initiator and the iSCSI target?
 



 


 




 


Figure 6.35 This storage adapter is where you will perform all the configuration for the software iSCSI initiator.
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Figure 6.36 Only compliant port groups will be listed as available to bind with the VMkernel adapter.
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Figure 6.37 This configuration allows for robust multipathing and greater bandwidth for iSCSI storage configurations.
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Now that you have a LUN presented and visible to the ESXi hosts, you can add (or create) a VMFS datastore on that LUN. I’ll cover this process in the next section.
 

Creating a VMFS Datastore
 

Once you have a LUN available to the ESXi hosts, you can create a VMFS datastore.
 

Before starting this process, you’ll want to double-check to verify that the LUN you will be using for the new VMFS datastore is shown under the configuration’s Storage Adapters list. (LUNs appear in the bottom of the vSphere Client properties pane associated with a storage adapter.) If you’ve provisioned a LUN that doesn’t appear, rescan for new devices.
 

Perform the following steps to configure a VMFS datastore on an available LUN:
 


1. Launch the vSphere Client if it isn’t already running, and connect to a vCenter Server instance.


2. Navigate to the Hosts And Clusters inventory view, and select an ESXi host from the inventory tree.


3. Click the Configuration tab on the right, and then select Storage from the list of commands in the Hardware section.


4. Click the Add Storage hyperlink to launch the Add Storage wizard.



Another Way to Open the Add Storage Wizard

 

You can also access the Add Storage wizard in the Datastores And Datastore Clusters inventory view by right-clicking the datacenter object and selecting Add Datastore from the context menu.

 




 

5. The first screen of the Add Storage wizard prompts you for the storage type. Because you will be creating a VMFS datastore, select Disk/LUN, and click Next.


(I’ll show you how to use the Add Storage wizard to create an NFS datastore in the “Working with NFS Datastores” section later in this chapter.)

 

6. Select the LUN on which you want to create the new VMFS datastore.


For each visible LUN, you will see the LUN name and identifier information, along with the LUN number and its size (and the VMFS label if it has been previously used). Figure 6.38 shows a single LUN available on which to create a VMFS datastore.

 

After you’ve selected the LUN you want to use, click Next.

 

7. Select whether you’d like to create a VMFS-5 datastore or a VMFS-3 datastore.


I described the differences between VMFS-5 and VMFS-3 in the section titled “Examining the vSphere Virtual Machine File System.”

 

Click Next after selecting a version.

 

8. The next screen, displayed for you in Figure 6.39, shows a summary of the details of the LUN selected and the action that will be taken; if it’s a new LUN (no preexisting VMFS partition), the wizard will note that a VMFS partition will be created.


Click Next to continue.

 

If the selected LUN has an existing VMFS partition, you will be presented with some different options; see the “Expanding a VMFS Datastore” section for more information.

 

9. Name the datastore.


I recommend that you use as descriptive a name as possible. You might also consider using a naming scheme that includes an array identifier, a LUN identifier, a protection detail (RAID type and whether it is replicated remotely for disaster recovery purposes), or other key configuration data. Clear datastore naming can help the vSphere administrator later in determining VM placement and can help streamline troubleshooting if a problem arises.

 

Click Next after you’ve entered a name for the datastore.

 

10. If you selected VMFS-3 in step 7, you’ll need to select the VMFS allocation size, as shown in Figure 6.40.


For VMFS-5 datastores, you won’t need to select a VMFS allocation size (VMFS-5 always uses a 1 MB block size).

 

Refer back to “Examining the vSphere Virtual Machine File System” for more information on block sizes and their impact.

 

11. For both VMFS-5 and VMFS-3, in the Capacity section you’ll specify how you want to utilize the space on the selected LUN.


Generally speaking, you will select Maximize Available Space to use all the space available on the LUN. If, for whatever reason, you can’t or don’t want to use all of the space available on the LUN, select Custom Space Setting and specify the size of the VMFS datastore you are creating. Click Next when you are ready to proceed.

 

12. At the final summary screen, double-check all the information. If everything is correct, click Finish; otherwise, use the Back button to go back and make any changes.




 


Figure 6.38 You’ll choose from a list of available LUNs when creating a new VMFS datastore.
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Figure 6.39 The Current Disk Layout screen provides information on the partitioning action that will be taken to create a VMFS datastore on the selected LUN.
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Figure 6.40 Select the VMFS-3 allocation size; this defines the minimum size of any filesystem allocation but also the maximum size for any individual file.
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When you click Finish and complete the creation of the datastore, vSphere will trigger the remaining hosts in the same cluster to rescan for new devices. This ensures that the other hosts in the cluster will also see the LUN and the VMFS datastore on that LUN. You will still need to rescan for devices (using the process I provided previously in the sections on adding a LUN) for ESXi hosts that are not in the same cluster.
 

Once you’ve created a VMFS datastore, there are some additional tasks that you might need to complete. Although these tasks are storage-related, I’ve included them in other areas of the book. Here’s a quick reference to some of the other tasks you might need to perform on a VMFS datastore:
 

 

 
	You might want to enable Storage I/O Control, a mechanism for enforcing prioritized access to storage I/O resources. For more information on Storage I/O Control, refer to the “Controlling Storage I/O Utilization” section of Chapter 11, “Managing Resource Allocation.”
 

 
	You might want to create a datastore cluster for the purposes of enabling Storage DRS. To learn more about Storage DRS and datastore clusters, refer to “Introducing and Working with Storage DRS” in Chapter 12, “Balancing Resource Utilization.”
 

 
	You might want or need to create some alarms on this new VMFS datastore. For more information on alarms, refer to the “Using Alarms” section in Chapter 13, “Monitoring VMware vSphere Performance.”
 


 

Creating new VMFS datastores is not the only way to make additional space available to vSphere for use by VMs. Depending on your configuration, you might be able to expand an existing VMFS datastore, as I’ll describe in the next section.
 

Expanding a VMFS Datastore
 

Recall from my previous discussion of VMFS (in the “Examining the vSphere Virtual Machine File System” section) that I mentioned that VMFS supports multiple extents. In previous versions of vSphere, administrators could use multiple extents as a way of getting past the 2 TB limit for VMFS-3 datastores. By combining multiple extents, vSphere administrators could take VMFS-3 datastores up to 64 TB (32 extents of 2 TB each). VMFS-5 eliminates this need because it now supports single-extent VMFS volumes of up to 64 TB in size. However, adding extents is not the only way to expand a VMFS datastore.
 

If you have a VMFS datastore (either VMFS-3 or VMFS-5), there are two ways of expanding the datastore to make more space available:
 

 

 
	You can dynamically expand the VMFS datastore.
 


 

VMFS can be easily and dynamically expanded in vSphere without adding extents, as long as the underlying LUN has more capacity than was configured in the VMFS data store. Many modern storage arrays have the ability to nondisruptively add capacity to a LUN; when combined with the ability to nondisruptively expand a VMFS volume, this gives you a great deal of flexibility as a vSphere administrator. This is true for both VMFS-3 and VMFS-5. 
 

 
	You can add an extent.
 



 


 

You can also expand a VMFS datastore by adding an extent. You need to add an extent if the datastore is a VMFS-3 datastore that has already hit its size limit (2 TB minus 512 bytes) or if the underlying LUN on which the datastore resides does not have any additional free space available. This latter condition would apply for VMFS-3 as well as VMFS-5 datastores.

 

These procedures are extremely similar; many of the steps in both procedures are exactly the same.
 

Perform these steps to expand a VMFS datastore (either by nondisruptively expanding the datastore on the same LUN or by adding an extent):
 


1. In the vSphere Client, navigate to the Datastores And Datastore Clusters inventory view.


2. Select a datastore from the inventory tree on the left, and then click the Configuration tab on the right.


3. From the Configuration tab, click the Properties hyperlink to open the Volume Properties dialog box, shown in Figure 6.41.


4. Click the Increase button. This will open the Increase Datastore Capacity wizard.


You’ll note that this looks similar to the Add Storage wizard you saw previously when creating a new VMFS datastore.

 

5. If the underlying LUN has free space available, then the Expandable column will report Yes, as shown in Figure 6.42. Select this LUN to nondisruptively expand the VMFS data store using the free space on the same LUN.


If the underlying LUN has no additional free space available, the Expandable column will report No, and you must expand the VMFS datastore by adding an extent. Select an available LUN.

 

Click Next when you are ready to proceed.

 

6. If you are expanding the VMFS datastore using free space on the LUN, the Current Disk Layout screen will report that the free space will be used to expand the volume.


If you are adding an extent to the VMFS datastore, the Current Disk Layout screen will indicate that a new partition will be created.

 

Click Next to proceed.

 

7. Regardless of the method you’re using—expanding into free space on the LUN or adding an extent—if you are expanding a VMFS-3 datastore, you’ll note that the block size drop-down list is grayed out. You don’t have an option to change the VMFS block size when expanding a VMFS-3 datastore.


8. If you didn’t want to use or couldn’t use all of the free space on the underlying LUN, you could change the capacity from Maximize Available Space to Custom Space Setting and specify the amount. Generally, you will leave the default of Maximize Available Space selected. Click Next.


9. Review the summary information and, if everything is correct, click Finish.




 


Figure 6.41 From the Volume Properties dialog box, you can increase the size of the datastore.
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Figure 6.42 If the Expandable column reports Yes, the VMFS volume can be expanded into the available free space.
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If you added an extent to the datastore, the datastore properties pane in Datastores And Datastore Clusters inventory view will reflect the fact that the datastore now has at least two extents. This is also shown in the Datastore Properties dialog box, as you can see in Figure 6.43.
 


Figure 6.43 This 100 GB datastore actually comprises two 50 GB extents.
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Regardless of the procedure used to expand the datastore, it is nondisruptive—there is no need to evacuate VMs or incur downtime.
 

Another nondisruptive task is upgrading a datastore from VMFS-3 to VMFS-5, a procedure that I describe in the following section.
 

Upgrading a Datastore from VMFS-3 to VMFS-5
 

As I mentioned in the “Examining the vSphere Virtual Machine File System” section, vSphere 5 introduces a new version of VMFS called VMFS-5. VMFS-5 offers a number of new features, all of which I described previously. To take advantage of these new features, you’ll need to upgrade your VMFS datastores from VMFS-3 to VMFS-5. Keep in mind that upgrading your datastores to VMFS-5 is required only if you need to take advantage of the features available in VMFS-5.
 

To help vSphere administrators keep clear about which datastores are VMFS-3 and which datastores are VMFS-5, VMware added that information in multiple places through the vSphere Client. Figure 6.44 shows the Configuration tab for an ESXi host; note the datastore listing in the Storage section includes a column for VMFS version.
 


Figure 6.44 The columns in the Datastores list can be rearranged and reordered, and they include a column for VMFS version.
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Figure 6.45 shows the Details pane for a datastore, found on the Configuration tab for a data store in Datastores And Datastore Clusters view. Again, note that the VMFS version is included in the information provided about that datastore. This view, by the way, is also a great view to see information about storage capabilities (used by profile-driven storage), the path policy in use, and whether or not Storage I/O Control is enabled for this datastore. The datastore in Figure 6.45 does have a user-defined storage capability assigned and has Storage I/O Control enabled.
 


Figure 6.45 Among the other details listed for a datastore, the VMFS version is also included.
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Perform the following steps to upgrade a datastore from VMFS-3 to VMFS-5:
 


1. Log into the vSphere Client, if it isn’t already running.


2. Navigate to the Datastores And Datastore Clusters inventory view and select a datastore from the inventory panel.


3. Select the Configuration tab.


4. Click the Upgrade To VMFS-5 hyperlink.


5. If you are clear to proceed—meaning that all hosts attached are running at least ESXi 5.0 and support VMFS-5—a dialog box will appear to that effect. Click OK to start the upgrade of the datastore.


6. The VMFS-5 upgrade will start. A task will appear in the Tasks pane for the upgrade; when the upgrade is complete, the vSphere Client will trigger a VMFS rescan on the attached hosts so that they also recognize that the datastore has been upgraded to VMFS-5.




 

Once a datastore has been upgraded to VMFS-5, you cannot downgrade it back to VMFS-3.
 


One Potential Reason Not to Upgrade VMFS-3 Datastores

 

Although you can upgrade a VMFS-3 datastore to VMFS-5, the underlying block size of the datastore does not change. This means that you could run into situations where Storage vMotion operations between an upgraded VMFS-3 datastore and a newly created VMFS-5 datastore could be slower than expected. This is because vSphere won’t take advantage of hardware offloads when the block sizes are different between the source and destination datastores. For this reason, you might prefer to migrate your VMs off the VMFS-3 datastore and recreate it as a native VMFS-5 datastore instead of upgrading it.

 




 

I’d like to make one final note about VMFS versions. You’ll note in the screenshot in Figure 6.45 that the selected datastore is running VMFS 3.54. vSphere 5 uses VMFS version 3.54 and VMFS version 5.54. For datastores running previous versions of VMFS-3 (say, VMFS 3.46), there is no need or any way to upgrade to VMFS 3.54. VMware only provides an upgrade path for moving from VMFS-3 to VMFS-5.
 

Figure 6.45 shows a datastore that has a user-defined storage capability assigned. As you know already, this is part of the functionality of profile-driven storage. Let’s take a look at how to assign a capability to a datastore.
 

Assigning a Storage Capability to a Datastore
 

As I explained previously in the “Examining Profile-Driven Storage” section, you have the ability to define your own set of storage capabilities. These user-defined storage capabilities will be used in conjunction with system-provided storage capabilities (supplied by VASA) in determining the compliance or noncompliance of a VM with its assigned VM storage profile. I’ll discuss the creation of VM storage profiles and compliance later in this chapter in the section “Creating and Assigning VM Storage Profiles.” In this section, I’m just going to show you how to assign a user-defined storage capability to a datastore.
 

Perform these steps to assign a user-defined storage capability to a datastore:
 


1. Launch the vSphere Client if it’s not already running, and connect to a vCenter Server instance.


Profile-driven storage requires vCenter Server.

 

2. Navigate to either the Hosts And Clusters inventory view or the Datastores And Datastore Clusters inventory view.


3. Right-click a datastore and select Assign User-Defined Storage Capability.


This brings up the Assign User-Defined Storage Capability dialog box captured in Figure 6.46.

 

4. From the Name drop-down list, select the user-defined storage capability you’d like to assign to the selected datastore.


Note that you can only assign a single user-defined storage capability to each datastore. If you need to create a new user-defined storage capability, use the New button.

 

5. Click OK after you’ve selected the capability to assign to the datastore.




 


Figure 6.46 From this dialog box, you can assign a single user-defined storage capability to a datastore.
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vCenter Server will assign the selected capability to the datastore, and it will show up in the datastore details view you saw previously in Figure 6.45.
 

Keep in mind that you can assign only one user-defined storage capability per datastore. The VASA provider can also only assign a single system-provided storage capability to each datastore. This means that datastores may have up to 2 capabilities assigned: one system-provided capability and one user-defined capability.
 

There are other properties about a datastore that you might also need to edit or change, such as renaming a datastore. I’ll describe that process in the next section.
 

Renaming a VMFS Datastore
 

You can rename a VMFS datastore in two ways:
 

 

 
	Right-click a datastore object and select Rename. The Rename command is available for data store objects in the Resources list only when a host is selected in the Hosts And Clusters inventory view or for datastore objects in the Datastores And Datastore Clusters inventory view.
 

 
	Click the Rename button in the Volume Properties dialog box, accessed by right-clicking a datastore object and selecting Properties. Figure 6.47 shows the Volume Properties dialog box with the Rename button highlighted.
 


 


Figure 6.47 You can use the Rename button to change the name of the datastore.
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Both methods will produce the same result; the datastore will be renamed to the new name. You can use whichever method best suits you.
 

In Figure 6.47, you’ll also note the Manage Paths button in the lower-right corner. Modifying the multipathing policy for a VMFS datastore is another important function with which any vSphere administrator should be familiar.
 

Modifying the Multipathing Policy for a VMFS Datastore
 

Previously in this chapter, in the section “Reviewing Multipathing,” I described vSphere’s Pluggable Storage Architecture (PSA) and how it manages multipathing for block-based storage devices. VMFS datastores are built on block-based storage devices, and so viewing or changing the multipathing configuration for a VMFS datastore is an integral part of working with VMFS datastores.
 

Changing the multipathing policy for a VMFS datastore is done using the Manage Paths button in the Datastore Properties dialog box. I’ve highlighted the Manage Paths button in Figure 6.48.
 


Figure 6.48 You’ll use the Manage Paths button in the Datastore Properties dialog box to modify the multipathing policy.
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Once you select Manage Paths, the Manage Paths dialog box comes up. Figure 6.49 shows the Manage Paths dialog box. From this screenshot and from the information I’ve provided in this chapter, you should be able to deduce a couple of key facts:
 

 

 
	This VMFS datastore is hosted on an active-active storage array; the currently assigned policy is Fixed (VMware), which is the default for an active-active array.
 

 
	This VMFS datastore resides on a LUN hosted by an EMC Symmetrix array. This is noted by the SATP, listed here at VMW_SATP_SYMM.
 


 


Figure 6.49 This datastore resides on an active-active array; specifically, an EMC Symmetrix. You can tell this by the currently assigned path selection policy and the storage array type information.
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To change the multipathing policy, simply select a new policy from the Path Selection drop-down list and click Change. One word of caution: choosing the wrong path selection policy for your specific storage array can cause problems, so be sure to choose a path selection policy recommended by your storage vendor. In this particular case, the Round Robin policy is also supported by active-active arrays such as the EMC Symmetrix VMAX hosting this LUN, so I’ll change the path selection to Round Robin (VMware).
 

Changes to the path selection are immediate and do not require a reboot.
 

I’m nearing the end of the section on VMFS datastores, but I do need to cover two more topics. First, I’ll discuss managing copies of VMFS datastores, and then I’ll wrap up this section with a quick review of removing VMFS datastores.
 

Managing VMFS Datastore Copies
 

Every VMFS datastore has a Universally Unique Identifier (UUID) embedded in the filesystem. When you clone or replicate a VMFS datastore, the copy of the datastore is a byte-for-byte copy, right down to the UUID. If you attempt to mount the LUN that has the copy of the VMFS data store, vSphere will see this as a duplicate copy and will require that you do one of two things:
 

 

 
	Unmount the original and mount the copy with the same UUID.
 

 
	Keep the original mounted and write a new signature to the copy.
 


 

Other storage operations might also cause this behavior. If you change the LUN ID after creating a VMFS datastore, vSphere will recognize that the UUID is now associated with a new device (vSphere uses the NAA ID to track the devices) and will follow this behavior.
 

In either case, vSphere provides a GUI in the Add Storage wizard that allows you to clearly choose which option you’d like to use in these situations:
 

 

 
	Choose Keep Existing Signature if you want to mount the datastore copy without writing a new signature. vSphere won’t allow UUID collisions, so you can only mount without resignaturing if the original datastore has been unmounted or no longer exists (this is the case if you change the LUN ID, for example). If you mount a datastore copy without resignaturing and then later want to mount the original, you’ll need to unmount the copy first.
 

 
	Choose Assign A New Signature if you want to write a new signature onto the VMFS datastore. This will allow you to have both the copy and the original mount as separate and distinct datastores. Keep in mind this process is irreversible—you can’t undo the resignaturing operation. If the resignatured datastore contains any VMs, you will likely need to reregister those VMs in vCenter Server, because the paths to the VM’s configuration files will have changed. “Adding or Registering Existing VMs,” in Chapter 9, describes how to reregister a VM.
 


 

Let’s take a look at removing a VMFS datastore.
 

Removing a VMFS Datastore
 

Removing a VMFS datastore is, fortunately, as straightforward as it seems. To remove a VMFS datastore, simply right-click the datastore object and select Delete. The vSphere Client will prompt for confirmation—reminding you that you will lose all the files associated with all VMs on this datastore—before actually deleting the datastore.
 

As with many of the other datastore-related tasks I’ve shown you, the vSphere Client will trigger a VMFS rescan for other ESXi hosts so that all hosts are aware that the VMFS datastore has been deleted.
 

Like resignaturing a datastore, deleting a datastore is irreversible. Once you delete a datastore, you can’t recover the datastore or any of the files that were stored in that datastore. Be sure to double-check that you’re deleting the right datastore before you proceed!
 

Let’s now shift from working with VMFS datastores to working with another form of block-based storage, albeit one that is far less frequently used: raw device mappings, or RDMs.
 

Working with Raw Device Mappings
 

Although the concept of shared pool mechanisms (like VMFS or NFS datastores) for VMs works well for many use cases, there are certain use cases where a storage device must be presented directly to the guest operating system (guest OS) inside a VM.
 

vSphere provides this functionality via a raw device mapping. RDMs are presented to your ESXi hosts and then via vCenter Server directly to a VM. Subsequent data I/O bypasses the VMFS and volume manager completely, though management is handled via a mapping file that is stored on a VMFS volume.
 


In-Guest iSCSI as an Alternative to RDMs

 

In addition to using RDMs to present storage devices directly to the guest OS inside a VM, you can also use in-guest iSCSI software initiators. I’ll provide more information on that scenario in the “Using In-Guest iSCSI Initiators” section later in this chapter.

 




 

RDMs should be viewed as a tactical tool in the vSphere administrators’ toolkit rather than a common use case. A common misconception is that RDMs perform better than VMFS. In reality, the performance delta between the storage types is within the margin of error of tests. Although it is possible to oversubscribe a VMFS or NFS datastore (because they are shared resources) and not an RDM (because it is presented to specific VMs only), this is better handled through design and monitoring rather than through the extensive use of RDMs. In other words, if your concerns about oversubscription of a storage resource are driving the choice of an RDM over a shared datastore model, simply choose to not put multiple VMs in the pooled datastore.
 

You can configure RDMs in two different modes:
 


Physical Compatibility Mode (pRDM) In this mode, all I/O passes directly through to the underlying LUN device, and the mapping file is used solely for locking and vSphere management tasks. Generally, when a storage vendor says “RDM” without specifying further, it means physical compatibility mode RDM. You might also see this referred to as a pass-through disk.

 

Virtual Mode (vRDM) In this mode, all I/O travels through the VMFS layer. Generally, when VMware says “RDM” without specifying further, it means a virtual mode RDM.

 



 

Contrary to common misconception, both modes support almost all vSphere advanced functions such as vSphere HA and vMotion, but there is one important difference: virtual mode RDMs can be included in a vSphere snapshot, while physical mode RDMs cannot. This inability to take a native vSphere snapshot of a pRDM also means that features that depend on snapshots don’t work with pRDMs. In addition, a virtual mode RDM can go from virtual mode RDM to a virtual disk via Storage vMotion, but a physical mode RDM cannot.
 


Physical or Virtual? Be Sure to Ask!

 

When a feature specifies RDM as an option, make sure to check the type: physical compatibility mode or virtual mode.

 




 

The most common use case for RDMs are VMs configured as Microsoft Windows clusters. In Windows Server 2008, this is called Windows Failover Clusters (WFC), and in Windows Server 2003, this is called Microsoft Cluster Services (MSCS). In Chapter 7, the “Introducing Windows Failover Clustering” section provides full details on how to use RDMs with Windows Server–based clusters.
 

Another important use case of pRDMs is that they can be presented from a VM to a physical host interchangeably. This gives pRDMs a flexibility that isn’t found with virtual mode RDMs or virtual disks. This flexibility is especially useful in cases where an independent software vendor (ISV) hasn’t yet embraced virtualization and indicates that virtual configurations are not supported. In this sort of instance, the RDMs can easily be moved to a physical host to reproduce the issue on a physical machine. As an example, this is useful in Oracle on vSphere use cases.
 

In a small set of use cases, storage vendor features and functions depend on the guest directly accessing the LUN and therefore need pRDMs. For example, certain arrays, such as EMC Symmetrix, use in-band communication for management to isolate management from the IP network. This means the management traffic is communicated via the block protocol (most commonly Fibre Channel). In these cases, EMC gatekeeper LUNs are used for host-array communication and, if they are used in a VM (commonly where EMC Solutions Enabler is used), require pRDMs.
 

Finally, another example of storage features that are associated with RDMs are those related to storage array features such as application-integrated snapshot tools. These are applications that integrate with Microsoft Exchange, SQL Server, SharePoint, Oracle, and other applications to handle recovery modes and actions. Examples include EMC’s Replication Manager, NetApp’s SnapManager family, and Dell/EqualLogic’s Auto Volume Replicator tools. Previous generations of these tools required the use of RDMs, but most of the vendors now can manage these without the use of RDMs and integrate with vCenter Server APIs. Check with your array vendor for the latest details.
 

In Chapter 7, I show you how to create an RDM, and I briefly discuss RDMs in Chapter 9.
 

I’m now ready to shift away from block-based storage in a vSphere environment and move into a discussion of working with NAS/NFS datastores.
 

Working with NFS Datastores
 

NFS datastores are used in much the same way as VMFS datastores: as shared pools of storage for VMs. Although VMFS and NFS are both shared pools of storage for VMs, they are different in other ways. The two most important differences between VMFS and NFS datastores are as follows:
 

 

 
	The filesystem itself is not managed or controlled by the ESXi host; rather, ESXi is using the NFS protocol via an NFS client to access a remote filesystem managed by the NFS server.
 

 
	All the vSphere elements of high availability and performance scaling design are not part of the storage stack, but are part of the networking stack of the ESXi host.
 


 

These differences create some unique challenges in properly architecting an NFS-based solution. This is not to say that NFS is in any way inferior to block-based storage protocols; rather, the challenges that NFS presents are simply different challenges that many storage-savvy vSphere administrators have probably not encountered before. Networking-savvy vSphere administrators are going to be quite familiar with some of these behaviors, which center on the use of link aggregation and its behavior with TCP sessions.
 

Before going into detail on how to create or remove an NFS datastore, I’d like to first address some of the networking-related considerations.
 

Crafting a Highly Available NFS Design
 

High-availability design for NFS datastores is substantially different from block storage devices. Block storage devices use MPIO, which is an end-to-end path model. For Ethernet networking and NFS, the domain of link selection is from one Ethernet MAC to another Ethernet MAC, or one link hop. This is configured from the host to switch, from switch to host, and from NFS server to switch, and switch to NFS server; Figure 6.50 shows the comparison. In the figure, “link aggregation” refers to NIC teaming where multiple connections are bonded together for greater aggregate throughput (with some caveats, as I’ll explain in a moment).
 


Figure 6.50 NFS uses the networking stack, not the storage stack, for high availability and load balancing.
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The mechanisms used to select one link or another are fundamentally the following:
 

 

 
	A NIC teaming/link aggregation choice, which is set up per TCP connection and is either static (set up once and permanent for the duration of the TCP session) or dynamic (can be renegotiated while maintaining the TCP connection, but still always on only one link or the other).
 

 
	A TCP/IP routing choice, where an IP address (and the associated link) is selected based on layer 3 routing—note that this doesn’t imply that traffic crosses subnets via a gateway, only that the ESXi host selects the NIC or a given datastore based on the IP subnet.
 


 

Figure 6.51 shows the basic decision tree.
 


Figure 6.51 The choices to configure highly available NFS datastores depend on your network infrastructure and configuration.
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The path on the left has a topology that looks like Figure 6.52. Note that the little arrows mean that link aggregation/static teaming is configured from the ESXi host to the switch and on the switch to the ESXi host; in addition, note that there is the same setup on both sides for the switch-to-NFS server relationship.
 


Figure 6.52 If you have a network switch that supports multi-switch link aggregation, you can easily create a network team that spans switches.
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The path on the right has a topology that looks like Figure 6.53. You can use link aggregation/teaming on the links in addition to the routing mechanism, but this has limited value—remember that it won’t help with a single datastore. Routing is the selection mechanism for the outbound NIC for a datastore, and each NFS datastore should be reachable via an alias on both subnets.
 


Figure 6.53 If you have a basic network switch without multi-switch link aggregation or don’t have the experience or control of your network infrastructure, you can use VMkernel routing by placing multiple VMkernel network interfaces on separate vSwitches and different subnets.
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The key to understanding why NIC teaming and link aggregation techniques cannot be used to scale up the bandwidth of a single NFS datastore is how TCP is used in the NFS case. Remember that the MPIO-based multipathing options used for block storage and iSCSI in particular are not options here, because NFS datastores use the networking stack, not the storage stack. The VMware NFS client uses two TCP sessions per datastore (as shown in Figure 6.54): one for control traffic and one for data flow. The TCP connection for the data flow is the vast majority of the bandwidth. With all NIC teaming/link aggregation technologies, Ethernet link choice is based on TCP connections. This happens either as a one-time operation when the connection is established with NIC teaming or dynamically, with 802.3ad. Regardless, there’s always only one active link per TCP connection and therefore only one active link for all the data flow for a single NFS datastore.
 


Figure 6.54 Every NFS datastore has two TCP connections to the NFS server but only one for data.
 

[image: 6.54]

 

This highlights that, as with VMFS, the “one big datastore” model is not a good design principle. In the case of VMFS, it’s not a good model because of the extremely large number of VMs and the implications on LUN queues (and to a far lesser extent, SCSI locking impact). In the case of NFS, it is not a good model because the bulk of the bandwidth would be on a single TCP session and therefore would use a single Ethernet link (regardless of network interface teaming, link aggregation, or routing). This has implications for supporting high-bandwidth workloads on NFS, as I’ll explore later in this section.
 

Another consideration of highly available design with NFS datastores is that NAS device failover is generally longer than for a native block device. Block storage devices generally can fail over after a storage processor failure in seconds (or milliseconds). NAS devices, on the other hand, tend to fail over in tens of seconds and can take longer depending on the NAS device and the configuration specifics. There are NFS servers that fail over faster, but these tend to be relatively rare in vSphere use cases. This long failover period should not be considered intrinsically negative but rather a configuration question that determines the fit for NFS datastores, based on the VM service level agreement (SLA) expectation.
 

The key questions are these:
 

 

 
	How much time elapses before ESXi does something about a datastore being unreachable?
 

 
	How much time elapses before the guest OS does something about its virtual disk not responding?
 


 


Failover Is Not Unique to NFS

 

The concept of failover exists with Fibre Channel and iSCSI, though, as noted in the text, it is generally in shorter time intervals. This time period depends on specifics of the HBA configuration, but typically it is less than 30 seconds for Fibre Channel/FCoE and 60 seconds for iSCSI. Depending on your multipathing configuration within vSphere, path failure detection and switching to a different path might be much faster (near instantaneous).

 




 

The answer to both questions is a single word: timeouts. Timeouts exist at the vSphere layer to determine how much time should pass before a datastore is marked as unreachable, and timeouts exist within the guest OS to control the behavior of the guest OS. Let’s look at each of these.
 

At the time of this writing, both EMC and NetApp recommend the same ESXi failover settings. Because these recommendations change, please be sure to refer to the latest recommendations from your storage vendor to be sure you have the right settings for your environment. Based on your storage vendor’s recommendations, you can change the timeout value for NFS datastores by changing the values in the Advanced Settings dialog box, shown in Figure 6.55.
 


Figure 6.55 When configuring NFS datastores, it’s important to extend the ESXi host timeouts to match the vendor best practices. This host is not configured with the recommended settings.
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The current settings (at the time of this writing) that both EMC and NetApp recommend are as follows:
 

 

 
	NFS.HeartbeatDelta (NFS.HeartbeatFrequency in ESX 3.x): 12
 

 
	NFS.HeartbeatTimeout: 5
 

 
	NFS.HeartbeatMaxFailures: 10
 


 

You should configure these settings across all ESXi hosts that will be connected to NFS datastores.
 

Here’s how these settings work:
 

 

 
	Every NFS.HeartbeatDelta (or 12 seconds), the ESXi host checks to see that the NFS datastore is reachable.
 

 
	Those heartbeats expire after NFS.HeartbeatTimeout (or 5 seconds), after which another heartbeat is sent.
 

 
	If NFS.HeartbeatMaxFailures (or 10) heartbeats fail in a row, the datastore is marked as unavailable, and the VMs crash.
 


 

This means that the NFS datastore can be unavailable for a maximum of 125 seconds before being marked unavailable, which covers the large majority of failover events (including those for both NetApp and EMC NAS devices serving NFS to a vSphere environment).
 

What does a guest OS see during this period? It sees a nonresponsive SCSI disk on the vSCSI adapter (similar to the failover behavior of a Fibre Channel or iSCSI device, though the interval is generally shorter). The disk timeout is how long the guest OS will wait while the disk is nonresponsive before throwing an I/O error. This error is a delayed write error, and for a boot volume it will result in the guest OS crashing. Windows Server, for example, has a disk timeout default of 60 seconds. A recommendation is to increase the guest OS disk timeout value to match the NFS datastore timeout value. Otherwise, the VMs can time out their boot storage (which will cause a crash) while ESXi is still waiting for the NFS datastore within the longer timeout value. Without extending the guest timeout, if vSphere HA is configured for VM monitoring, the VMs will reboot (when the NFS datastore returns), but obviously extending the timeout is preferable to avoid this extra step and the additional delay and extra I/O workload it generates.
 

Perform the following steps to set operating system timeout for Windows Server to match the 125-second maximum set for the datastore. You’ll need to be logged into the Windows Server system as a user who has administrative credentials.
 


1. Back up your Windows Registry.


2. Select Start → Run, type regedit.exe, and click OK.


3. In the left panel hierarchy view, double-click HKEY_LOCAL_MACHINE, then System, then CurrentControlSet, then Services, and then Disk.


4. Select the TimeOutValue value, and set the data value to 125 (decimal).




 

There are two sub-cases of NFS that I want to examine briefly before I start showing you how to create and manage NFS datastores: large bandwidth workloads and large throughput workloads. Each of these cases deserves a bit of extra attention when planning your highly available design for NFS.
 

Supporting Large Bandwidth (MBps) Workloads on NFS
 

Bandwidth for large I/O sizes is generally gated by the transport link (in this case the TCP session used by the NFS datastore being 1 Gbps or 10 Gbps) and overall network design. At larger scales, the same care and design should be applied that would be applied for iSCSI or Fibre Channel networks. In this case, it means carefully planning the physical network/VLAN, implementing end-to-end jumbo frames, and leveraging enterprise-class Ethernet switches with sufficient buffers to handle significant workload. At 10 GbE speeds, features such as TCP Segment Offload (TSO) and other offload mechanisms, as well as the processing power and I/O architecture of the NFS server, become important for NFS datastore and ESXi performance.
 

So, what is a reasonable performance expectation for bandwidth on an NFS datastore? From a bandwidth standpoint, where 1 Gbps Ethernet is used (which has 2 Gbps of bandwidth bidirectionally), the reasonable bandwidth limits are 80 MBps (unidirectional 100 percent read or 100 percent write) to 160 MBps (bidirectional mixed read/write workloads) for a single NFS datastore. The limits scale accordingly with 10 Gigabit Ethernet. Because of how TCP connections are handled by the ESXi NFS client, and because of how networking handles link selection in link aggregation or layer 3 routing decisions, almost all the bandwidth for a single NFS datastore will always use only one link. If you therefore need more bandwidth from an NFS datastore than a single Gigabit Ethernet link can provide, you have no other choice than to migrate to 10 Gigabit Ethernet, because link aggregation won’t help (as I explained previously in this section).
 

Supporting Large Throughput (IOps) Workloads on NFS
 

High-throughput (IOps) workloads are usually gated by the backend configuration (as true of NAS devices as it is with block devices) and not the protocol or transport, since they are also generally low bandwidth (MBps). By backend, I mean the array target. If the workload is cached, then it’s determined by the cache response, which is almost always astronomical. However, in the real world, most often the performance is not determined by cache response; the performance is determined by the spindle configuration that supports the storage object. In the case of NFS datastores, the storage object is the filesystem, so the considerations that apply at the ESXi host for VMFS (disk configuration and interface queues) apply within the NFS server. Because the internal architecture of an NFS server varies so greatly from vendor to vendor, it’s almost impossible to provide recommendations, but here are a couple of examples. On a NetApp FAS array, the IOps achieved is primarily determined by the FlexVol/aggregate/RAID group configuration. On an EMC VNX array, it is likewise primarily determined by the Automated Volume Manager/dVol/RAID group configuration. Although there are other considerations (at a certain point, the scale of the interfaces on the array and the host’s ability to generate I/Os become limited, but up to the limits that users commonly encounter), performance is far more often constrained by the backend disk configuration that supports the filesystem. Make sure your filesystem has sufficient backend spindles in the container to deliver performance for all the VMs that will be contained in the filesystem exported via NFS.
 

With these NFS storage design considerations in mind, let’s move forward with creating and mounting an NFS datastore.
 


There’s Always an Exception to the Rule

 

Thus far, in the “Working with NFS Datastores” section, I’ve been talking about how NFS always uses only a single link, and how you always need to use multiple VMkernel ports and multiple NFS exports in order to utilize multiple links. In vSphere 5, it turns out there’s an exception to that rule.

 

Normally, vSphere requires that you mount an NFS datastore using the same IP address or hostname and path on all hosts (you’ll see this in the section “Creating and Mounting an NFS Datastore”). However, in vSphere 5, you do have the ability to use a DNS hostname that resolves to multiple IP addresses. In this case, the vSphere NFS client will actually use all the different IP addresses behind the hostname. This is the exception to the rule—in this sort of configuration, the NFS client could end up using multiple links in a link aggregate for increased overall throughput between the ESXi host and the NFS datastore.

 




 

Creating and Mounting an NFS Datastore
 

In this procedure, I will show you how to create and mount an NFS datastore in vSphere. Although I use the term create here, it’s a bit of a misnomer; the filesystem is actually created on the NFS server and just exported. That process I can’t really show you, because the procedures vary so greatly from vendor to vendor. What works for one vendor to create an NFS datastore is likely to be different for another vendor.
 

Before you start, ensure that you completed the following steps:
 


1. You created at least one VMkernel port for NFS traffic. If you intend to use multiple VMkernel ports for NFS traffic, ensure that you configure your vSwitches and physical switches appropriately, as described previously in “Crafting a Highly Available NFS Design.”


2. You configured your ESXi host for NFS storage according to the vendor’s best practices, including timeout values and any other settings. At the time of this writing, many storage vendors recommend an important series of advanced ESXi parameter settings to maximize performance (including increasing memory assigned to the networking stack and changing other characteristics). Be sure to refer to your storage vendor’s recommendations for using their product with vSphere.


3. You created a filesystem on your NAS device and exported it via NFS. A key part of this configuration is the specifics of the NFS export itself; the ESXi NFS client must have full root access to the NFS export. If the NFS export was exported with root squash, the filesystem will not be able to mount on the ESXi host. (Root users are downgraded to unprivileged filesystem access. On a traditional Linux system, when root squash is configured on the export, the remote systems are mapped to the “nobody” account.) You have one of two options for NFS exports that are going to be used with ESXi hosts: 
 

 
	Use the no_root_squash option, and give the ESXi hosts explicit read/write access.

 
	Add the ESXi host’s IP addresses as root-privileged hosts on the NFS server.



 





 

For more information on setting up the VMkernel networking for NFS traffic, refer to Chapter 5; for more information on setting up your NFS export, refer to your storage vendor’s documentation.
 

After you complete these steps, you’re ready to mount an NFS datastore.
 

Perform the following steps to mount an NFS datastore on an ESXi host:
 


1. Make a note of the IP address on which the NFS export is hosted as well as the name (and full path) of the NFS export; you’ll need this information later in this process.


2. Launch the vSphere Client and connect to an ESXi host or to a vCenter Server instance.


3. In the vSphere Client, navigate to the Datastores And Datastore Clusters inventory view.


4. Right-click the datacenter object and select Add Datastore. This launches the Add Storage wizard.


5. Select the specific ESXi host to which you’d like to add the NFS datastore, and click Next.


6. At the Select Storage Type screen, select Network File System. Click Next.


7. At the Locate Network File System screen, you’ll need to supply three pieces of information: 
 

 
	You’ll need to supply the IP address on which the NFS export is hosted. If you don’t know this information, you’ll need to go back to your storage array and determine what IP address it is using to host the NFS export.



 




In general, identifying the NFS server by IP addresses is recommended, but it is not recommended to use a hostname because it places an unnecessary dependency on DNS and because generally it is being specified on a relatively small number of hosts. There are, of course, some cases where a hostname may be applicable—for example, where NAS virtualization techniques are used to provide transparent file mobility between NFS servers—but this is relatively rare.


 


Also, refer to the sidebar titled “There’s Always an Exception to the Rule”; that sidebar describes another configuration in which you might want to use a hostname that resolves to multiple IP addresses.

 

 
	You’ll need to supply the folder or path to the NFS export. Again, this is determined by the NFS server and the settings on the NFS export.

 
	Finally, you’ll need to supply a datastore name. As with VMFS datastores, I recommend a naming scheme that identifies the NFS server and other pertinent information in the datastore name for easier troubleshooting.


 



 

Figure 6.56 shows an example of the Locate Network File System screen of the Add Storage wizard, where I’ve supplied the necessary information.

 

8. If the NFS datastore should be read-only, then select Mount NFS Read Only.


You might need to mount a read-only NFS datastore if the datastore contains only ISO images, for example.

 

Click Next to continue.

 

9. Review the information at the summary screen. If everything is correct, click Finish to continue; otherwise, go back and make the necessary changes.




 


Figure 6.56 Mounting an NFS datastore requires that you know the IP address and the export name from the NFS server.
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When you click Finish, the vSphere Client will mount the NFS datastore on the selected ESXi host and the new NFS datastore will appear in the list of datastores, as you can see in Figure 6.57.
 


Troubleshooting NFS Connectivity

 

If you’re having problems getting an NFS datastore to mount, the following list can help you troubleshoot the problem: 
 

 
	Are you able to ping the IP address of the NFS export from the ESXi host? (Use the Direct Console User Interface (DCUI) to test connectivity from the ESXi host, or enable the ESXi shell and use the vmkping command.)
 

 
	Is the physical cabling correct? Are the link lights showing a connected state on the physical interfaces on the ESXi host, the Ethernet switches, and the NFS server?
 

 
	Are your VLANs configured correctly? If you’ve configured VLANs, have you properly configured the same VLAN on the host, the switch, and the interface(s) that will be used on your NFS server?
 

 
	Is your IP routing correct and functional? Have you properly configured the IP addresses of the VMkernel port and the interface(s) that will be used on the NFS server? Are they on the same subnet? If not, they should be. Although you can route NFS traffic, it’s not a good idea because routing adds significant latency and isn’t involved in a bet-the-business storage Ethernet network. In addition, it’s generally not recommended in vSphere environments.
 

 
	Is the NFS traffic being allowed through any firewalls? If the ping succeeds but you can’t mount the NFS export, check to see if NFS is being blocked by a firewall somewhere in the path. Again, the general recommendation is to avoid firewalls in the midst of the data path wherever possible to avoid introducing additional latency.
 

 
	Are jumbo frames configured correctly? If you’re using jumbo frames, have you configured jumbo frames on the VMkernel port, the vSwitch or distributed vSwitch, all physical switches along the data path, and the NFS server?
 

 
	Are you allowing the ESXi host root access to the NFS export?
 



 


 




 


Figure 6.57 NFS datastores are listed in among VMFS datastores, but the information provided for each is different.
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Unlike VMFS datastores in vSphere, you need to add the NFS datastore on each host in the vSphere environment. Also, it’s important to use consistent NFS properties (for example, a consistent IP/domain name), as well as common datastore names; this is not enforced. VMware provides a helpful reminder on the Locate Network File System screen, which you can see in Figure 6.56.
 

Once the NFS datastore is mounted, you can use it as you would any other datastore—you can select it as a Storage vMotion source or destination, you can create virtual disks on the NFS datastore, or you can map ISO images stored on an NFS datastore into a VM as a virtual CD/DVD drive.
 

As you can see, using NFS requires a simple series of steps, several fewer than using VMFS. And yet, with the same level of care, planning, and attention to detail, you can create robust NFS infrastructures that provide the same level of support as traditional block-based storage infrastructures.
 

So far I’ve examined both block-based storage and NFS-based storage at the hypervisor level. But what if you need a storage device presented directly to a VM, not a shared container, as is the case with VMFS and NFS datastores? The next section discusses some common VM-level storage configuration options.
 

Working with VM-Level Storage Configuration
 

Let’s move from ESXi- and vSphere-level storage configuration to the storage configuration details for individual VMs.
 

In this section, I’ll review virtual disks and the types of virtual disks supported in vSphere. Next I’ll review the virtual SCSI controllers. Then I’ll move into a discussion of VM storage profiles and how to assign them to a VM, and I’ll wrap up this section with a brief exploration of using an in-guest iSCSI initiator to access storage resources.
 

Investigating Virtual Disks
 

Virtual disks (referred to as VMDKs because of the file extension used by vSphere) are how VMs encapsulate their disk devices (if not using RDMs), and warrant further discussion. Figure 6.58 shows the properties of a VM. Hard disk 1 is a 30 GB thick-provisioned virtual disk on a VMFS datastore. Hard disk 2, conversely, is an RDM. 
 


Figure 6.58 This VM has both a virtual disk on a VMFS datastore and an RDM.
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I discussed RDMs previously in the section “Working with Raw Device Mappings,” and I’ll discuss RDMs in a bit more detail in Chapter 7 as well. As you know already, RDMs are used to present a storage device directly to a VM instead of encapsulating the disk into a file on a VMFS datastore.
 

Virtual disks come in three formats:
 


Thin-Provisioned Disk In this format, the size of the VDMK file on the datastore is only as much as is used (or was at some point used) within the VM itself. Figure 6.59 illustrates this concept. For example, if you create a 500 GB virtual disk and place 100 GB of data in it, the VMDK file will be 100 GB in size. As I/O occurs in the guest, the VMkernel zeroes out the space needed right before the guest I/O is committed and grows the VMDK file similarly. Sometimes, this is referred to as a sparse file. Note that space deleted from the guest OS’s filesystem won’t necessarily be released from the VMDK; if you added 50 GB of data but then turned around and deleted 50 GB of data, the space wouldn’t necessarily be released to the hypervisor so that the VMDK can shrink in size. (Some guest OSes support the necessary T10 SCSI commands to address this situation.)

 

Thick Provision Lazy Zeroed In this format (sometimes referred to as a flat disk), the size of the VDMK file on the datastore is the size of the virtual disk that you create, but within the file, it is not pre-zeroed. For example, if you create a 500 GB virtual disk and place 100 GB of data in it, the VMDK will appear to be 500 GB at the datastore filesystem, but it contains only 100 GB of data on disk. This is shown in Figure 6.60. As I/O occurs in the guest, the VMkernel zeroes out the space needed right before the guest I/O is committed, but the VDMK file size does not grow (since it was already 500 GB).

 

Thick Provisioned Eager Zeroed Thick provisioned eager zeroed virtual disks, also referred to as eagerly zeroed disks or eagerzeroedthick disks, are truly thick. In this format, the size of the VDMK file on the datastore is the size of the virtual disk that you create, and within the file, it is pre-zeroed, as illustrated in Figure 6.61. For example, if you create a 500 GB virtual disk and place 100 GB of data in it, the VMDK will appear to be 500 GB at the datastore filesystem, and it contains 100 GB of data and 400 GB of zeros on disk. As I/O occurs in the guest, the VMkernel does not need to zero the blocks prior to the I/O occurring. This results in slightly improved I/O latency and fewer backend storage I/O operations during initial I/O operations to new allocations in the guest OS, but it results in significantly more backend storage I/O operation up front during the creation of the VM. If the array supports VAAI, vSphere can offload the up-front task of zeroing all the blocks and reduce the initial I/O and time requirements.

 

This third type of virtual disk occupies more space than the first two, but it is required if you are going to use vSphere FT. (If they are thin-provisioned or flat virtual disks, conversion occurs automatically when the vSphere FT feature is enabled.)

 



 


Figure 6.59 A thin-provisioned virtual disk uses only as much as the guest OS in the VM uses.
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Figure 6.60 A flat disk doesn’t pre-zero unused space, so if you are using array-level thin provisioning, only 100 GB is used.
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Figure 6.61 A thick-provisioned (or eager zeroed thick) virtual disk consumes the full 500 GB immediately because unused space is pre-zeroed.
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As you’ll see in Chapter 12 when I discuss Storage vMotion, you can convert between these virtual disk types using Storage vMotion.
 


Aligning Virtual Disks

 

Do you need to align the virtual disks? The answer is yes. Although not absolutely mandatory, it’s recommended that you follow VMware’s recommended best practices for aligning the volumes of guest OSes—and do so across all vendor platforms and all storage types. These are the same as the very mature standard techniques for aligning the partitions in standard physical configurations from most storage vendors.

 

Why do this? Aligning a partition aligns the I/O along the underlying RAID stripes of the array, which is particularly important in Windows environments (Windows Server 2008 automatically aligns partitions). This alignment step minimizes the extra I/Os by aligning the I/Os with the array RAID stripe boundaries. Extra I/O work is generated when the I/Os cross the stripe boundary with all RAID schemes, as opposed to a full stripe write. Aligning the partition provides a more efficient use of what is usually the most constrained storage array resource—IOps. If you align a template and then deploy from a template, you maintain the correct alignment.

 

Why is it important to do this across vendors and across protocols? Changing the alignment of the guest OS partition is a difficult operation once data has been put in the partition—so it is best done up front when creating a VM or when creating a template.

 




 

Some of these types of virtual disks are supported in certain environments and others are not. VMFS datastores support all three types of virtual disks (thin, flat, and thick), but NFS datastores support only thin unless the NFS server supports the VAAIv2 NAS extensions and vSphere has been configured with the vendor-supplied plug-in. Figure 6.62 shows the screen for creating a new virtual disk for a VM (a procedure I’ll describe in full detail in Chapter 9) on a VMFS datastore; Figure 6.63 shows the same screen for an NFS datastore that does not have the VAAIv2 extension support.
 


Figure 6.62 VMFS datastores support all three virtual disk types.
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Figure 6.63 Without VAAIv2 NAS support, NFS datastores support only thin-provisioned disks.
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Is there a way to tell which type of virtual disk a VM is using? Certainly. In all three cases, the free space indication within the guest OS is always going to indicate the maximum size of the virtual disk, so you won’t be able to use that. Fortunately, VMware provides several other ways to determine the disk type:
 

 

 
	In the Datastore Browser, VMware includes both a Size column and a Provisioned Size column, as you can see in Figure 6.64. This allows you to clearly see the maximum size of a thin-provisioned virtual disk as well as the current space usage. Virtual disks that are not thin provisioned won’t have both columns or will report both sizes the same.
 

 
	On the Summary tab of a VM, the vSphere Client provides statistics on currently provisioned space, not-shared space, and used space. Figure 6.65 shows the statistics for a deployed instance of the vCenter Server virtual appliance.
 

 
	Finally, the VM Properties dialog box will also display the virtual disk type for a selected virtual disk in a VM. Using the same deployed instance of the vCenter virtual appliance as an example, Figure 6.66 shows the information supplied in this dialog box. You can’t determine current space usage, but you can at least determine what type of disk is configured.
 


 


Figure 6.64 The Size and Provisioned Size columns tell you the current and maximum space allocations for a thin-provisioned disk.
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Figure 6.65 The Summary tab of a VM will report the total provisioned space as well as the used space.
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Figure 6.66 The VM Properties dialog box tells you what kind of disk is configured, but doesn’t provide current space usage statistics.
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Closely related to virtual disks are the virtual SCSI adapters that are present within every VM.
 

Exploring Virtual SCSI Adapters
 

Virtual SCSI adapters are what you configure in your VMs and to what you will attach virtual disks and RDMs. In the guest OS, each virtual SCSI adapter has its own HBA queue, so for intense storage workloads, there are advantages to configuring multiple virtual SCSI adapters within a single guest.
 

There are four types of virtual SCSI adapters in ESXi, as shown in Figure 6.67.
 


Figure 6.67 There are various virtual SCSI adapters that a VM can use. You can configure up to four virtual SCSI adapters for each VM.
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Table 6.3 summarizes the information about the four types of virtual SCSI adapters available for you to use.
 

Table 6.3 Virtual SCSI Adapters in vSphere 5
 


	Virtual SCSI Adapter
	VM Hardware Versions Supported
	Description



	BusLogic Parallel
	4, 7, 8
	This virtual SCSI adapter emulates the BusLogic parallel SCSI adapter. The BusLogic adapter is well supported for older guest OSes but doesn’t perform as well as some other virtual SCSI adapters.


	LSI Logic Parallel
	4, 7, 8
	The LSI Logic parallel SCSI virtual adapter is well suited for and well supported by newer guest OSes. Both LSI Logic controllers provide equivalent performance.


	LSI Logic SAS
	7, 8
	The LSI Logic SAS controller is a better choice than LSI Logic parallel when the guest OS is phasing out support for parallel SCSI in favor of SAS. Performance between the two controllers is equivalent.


	VMware Paravirtual
	7, 8
	The VMware Paravirtual SCSI adapter is a virtualization-optimized controller that provides higher throughput with lower CPU overhead but at the cost of guest OS compatibility.



 

As you can see from Table 6.3, two of these adapters—the LSI Logic SAS and VMware Paravirtual—are available only for VM hardware version 7 or higher. The LSI Logic SAS controller is the default SCSI adapter suggested for VMs running Windows Server 2008 and 2008 R2, while the LSI Logic parallel SCSI controller is the default for Windows Server 2003. Many of the various Linux flavors default to the BusLogic parallel SCSI adapters.
 

The BusLogic and LSI Logic controllers are pretty straightforward; they emulate a known SCSI controller. The VMware Paravirtual SCSI adapter, though, is a different kind of controller.
 

In short, paravirtualized devices (and their corresponding drivers) are specifically optimized to communicate more directly with the underlying VM Monitor (VMM); they deliver higher throughput and lower latency, and they usually significantly lower the CPU impact of the I/O operations. This is the case with the VMware Paravirtual SCSI adapter in vSphere. I’ll discuss paravirtualized drivers in greater detail in Chapter 9.
 

Compared to other virtual SCSI adapters, the paravirtualized SCSI adapter shows improvements in performance for virtual disks as well as improvements in the number of IOps delivered at any given CPU utilization. The paravirtualized SCSI adapter also shows improvements (decreases) in storage latency as observed from the guest OS.
 

If the paravirtualized SCSI adapter works so well, why not use it for everything? Well, for one, this is an adapter type that exists only in vSphere environments, so you won’t find the drivers for the paravirtualized SCSI adapter on the install disk for most guest OSes. In general, I recommend using the virtual SCSI adapter suggested by vSphere for the boot disk and the paravirtualized SCSI adapter for any other virtual disks, especially other virtual disks with active workloads.
 

As you can see, there are lots of options for configuring VM-level storage. When you factor in different datastores and different protocol options, how can you ensure that VMs are placed on the right storage? This is where VM storage profiles come into play.
 

Creating and Assigning VM Storage Profiles
 

VM storage profiles are a key component of profile-driven storage, a topic I touched on in the section “Examining Profile-Driven Storage.” By leveraging system-provided storage capabilities supplied by a VASA provider (which is provided by the storage vendor), as well as user-defined storage capabilities, you can build VM storage profiles that help shape and control how VMs are allocated to storage.
 

Let’s start with creating a VM storage profile.
 

Perform the following steps to create a VM storage profile:
 


1. In the vSphere Client, navigate to the VM Storage Profiles area. You can use the navigation bar, select View → Management → VM Storage Profiles from the menu bar, or use the Ctrl+Shift+Y keyboard shortcut.


2. Click Create VM Storage Profile to launch the Create New VM Storage Profile wizard.


3. At the first screen, supply a name and a description for the new VM storage profile. Click Next when you’re ready to proceed.


4. At the Select Storage Capabilities screen, select all the storage capabilities that should be present for this VM storage profile. Keep in mind that a datastore may have, at most, two capabilities assigned: one system-provided capability and one user-defined capability. Creating a VM storage profile with more than two capabilities selected will result in all datastores being listed as Incompatible, because no datastore can have more than two capabilities assigned.


This is an “and” selection—storage must have all of the selected capabilities in order to be considered compliant with the VM storage profile. Figure 6.68 shows a sample VM storage profile being created that requires the user-defined capability named NAS.

 

5. Click Next after you’ve finished selecting storage capabilities.


6. At the Summary screen, review the settings. If everything is correct, click Finish; otherwise, use the Back button to go back and make changes.




 


Figure 6.68 This VM storage profile requires a specific user-defined storage capability.
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The new VM storage profile will appear in the list of defined profiles. If you need to edit the profile—change the name, add capabilities, or remove capabilities—you can simply right-click the VM storage profile and select Edit VM Storage Profile.
 

Similarly, if you need to delete a VM storage profile, simply right-click the existing VM storage profile and select Delete VM Storage Profile.
 

The second part of working with VM storage profiles is to enable VM storage profiles in the environment. To enable VM storage profiles, click the Enable VM Storage Profiles button. Figure 6.69 is the dialog box that appears.
 


Figure 6.69 The Enable VM Storage Profiles dialog box shows the current status of VM profiles and licensing compliance for the feature.
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To enable VM storage profiles, click the Enable hyperlink. The Enable hyperlink will appear disabled, as it does in Figure 6.69, if the feature has already been enabled (you can’t enable VM storage profiles if they are already enabled). In that case, you can use the Disable hyperlink to turn the feature off.
 

Once the feature is enabled, a new area appears on the Summary tab for a VM that shows compliance or noncompliance with the assigned VM storage profile. For a VM that does not have a storage profile assigned—and I’ll show you how to assign one shortly—then the box is empty, like the one shown in Figure 6.70.
 


Figure 6.70 This VM does not have a VM storage profile assigned yet.
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Perform these steps to assign a VM storage profile to a VM:
 


1. In the vSphere Client, navigate to either the Hosts And Clusters inventory view or the VMs And Templates inventory view.


2. Right-click a VM from the inventory panel and select Edit Settings.


3. In the VM Properties dialog box, select the Profiles tab.


4. From the drop-down list under Home VM Storage Profile, select the VM storage profile you want to assign to the VM’s configuration and configuration-related files.


5. To have the VM’s virtual disks use the same VM storage profile, click the Propagate To Disks button.


6. Otherwise, for each virtual disk listed, select the VM storage profile you want associated with that virtual disk.


Figure 6.71 shows a VM with one VM storage profile assigned to the VM configuration files and another VM storage profile assigned to the virtual disk.

 

7. Click OK to save the changes to the VM and apply the storage profile.




 


Figure 6.71 Each virtual disk can have its own VM storage profile, so that you tailor VM storage capabilities on a per-virtual disk basis.
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After a VM storage profile is assigned, this area will show the compliance (or noncompliance) of the VM’s current storage with the assigned storage profile, as in Figure 6.72 and Figure 6.73.
 


Figure 6.72 This VM’s current storage is compliant with its assigned VM storage profile.
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Figure 6.73 The storage capabilities specified in this VM storage profile don’t match the capabilities of the VM’s current storage location.
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Figure 6.72 and Figure 6.73 also show the date and time of the last compliance check. Note that you can force a compliance check by clicking the Refresh hyperlink.
 

When I discuss creating VMs and adding virtual disks to a VM in Chapter 9, I’ll revisit the concept of profile-driven storage and VM storage profiles.
 

In addition to the various methods I’ve shown you so far for accessing storage from a VM, there’s still one method left: using an in-guest iSCSI initiator.
 

Using In-Guest iSCSI Initiators
 

I mentioned in the section “Working with Raw Device Mappings” that RDMs were not the only way to present storage devices directly to a VM. You also have the option of using an in-guest iSCSI initiator to bypass the hypervisor and access storage directly.
 

The decision whether to use in-guest iSCSI initiators will depend on numerous factors, including, but not limited to, your storage configuration (does your array support iSCSI?), your networking configuration (do you have enough network bandwidth to support the additional iSCSI traffic on the VM-facing networks?), your application needs (do you have applications that need or are specifically designed to work with in-guest iSCSI initiators, or applications that need RDMs that could work with in-guest iSCSI initiators instead?), consolidation target (can you afford the extra CPU and memory overhead in the VMs as a result of using an in-guest iSCSI initiator?), and your guest OS (is there a software iSCSI initiator for your particular guest OS?).
 

Should you decide to use an in-guest iSCSI initiator, keep in mind the following tips:
 

 

 
	The storage that you access via the in-guest initiator will be separate from the NFS and VMFS datastores you’ll use for virtual disks. Keep this in mind so that you can plan your storage configuration accordingly.
 

 
	You will be placing more load and more visibility on the VM networks because all iSCSI traffic will bypass the hypervisor. You’ll also be responsible for configuring and supplying redundant connections and multipathing separately from the configuration you might have supplied for iSCSI at the hypervisor level. This could result in a need for more physical NICs in your server than you had planned.
 

 
	If you are using 10 Gigabit Ethernet, you might need to create a more complex QoS/Network I/O Control configuration to ensure that the in-guest iSCSI traffic is appropriately prioritized.
 

 
	You’ll lose Storage vMotion functionality for storage accessed via the in-guest iSCSI initiator because the hypervisor is not involved.
 

 
	For the same reason, vSphere snapshots would not be supported for in-guest iSCSI initiator-access storage.
 


 

As with so many different areas in vSphere, there is no absolute wrong or right choice, only the correct choice for your environment. Review the impact of using iSCSI initiators in the guest OSes and, if it makes sense for your environment, proceed as needed.
 


Thin Provisioning: Should You Do It in the Array or in VMware?

 

The general answer is that both are right.

 

If your array supports thin provisioning, it’s generally more efficient to use array-level thin provisioning in most operational models. If you thick provision at the LUN or filesystem level, there will always be large amounts of unused space until you start to get it highly utilized, unless you start small and keep extending the datastore, which operationally is heavyweight.

 

Also, when you use thin-provisioning techniques at the array level using NFS or block storage, you always benefit. In vSphere, the common default virtual disk types—both thin and flat (with the exception of thick provisioned, which in vSphere is used far more rarely)—are friendly to storage array-level thin provisioning since they don’t pre-zero the files.

 

Thin provisioning also tends to be more efficient the larger the scale of the thin pool. On an array, this construct (often called a pool) tends to be larger than a single datastore and therefore more efficient, because thin provisioning is more efficient at larger scales of thinly provisioned objects in the oversubscribed pool.

 

Is there a downside to thin on thin? Not really, if you are able and willing to carefully monitor usage at both the vSphere layer and the storage layer. Use vSphere or third-party usage reports in conjunction with array-level reports, and set thresholds with notification and automated action on both the vSphere layer and the array level, if your array supports that. (See Chapter 13 for more information on creating alarms to monitor datastores.) Why? Even though vSphere 5 adds thin-provisioning awareness and support, thin provisioning still needs to be carefully managed for out-of-space conditions, because you are oversubscribing an asset that has no backdoor. Unlike the way VMware oversubscribes guest memory that can use VM swap if needed, if you run out of actual capacity for a datastore, the VMs on that datastore will be affected. When you use thin on thin, it can be marginally more efficient but can accelerate the transition to oversubscription and an outage.

 

An example here is instructive. If the total amount of provisioned space at the virtual disk layer in a datastore is 500 GB with thick virtual disks, then the datastore needs to be at least 500 GB in size, and therefore the LUN or NFS exported filesystem would need to look as if it were at least 500 GB in size. Now, those thick virtual disks are not actually using 500 GB; imagine that they have 100 GB of used space, and the remainder is empty. If you use thin provisioning at the storage array level, you provision a LUN or filesystem that is 500 GB, but only 100 GB in the pool is used. The space used cannot exceed 500 GB, so monitoring is needed only at the storage layer.

 

Conversely, if you use thin virtual disks, technically the datastore needs to be only 100 GB in size. The exact same amount of storage is being used (100 GB), but clearly there is a possibility of quickly needing more than 100 GB, since the virtual disks could grow up to 500 GB without any administrative action—with only the VMs writing more data in their guest OSes. Therefore, the datastore and the underlying storage LUN/filesystem must be monitored closely, and the administrator must be ready to respond with more storage on the array and growthe datastore if needed.

 

There are only two exceptions to the “always thin provision at the array level if you can” guideline. The first is in the most extreme performance use cases, because the thin-provisioning architectures generally have a performance impact (usually marginal—and this varies from array to array) compared to a traditional thick-storage configuration. The second is large, high-performance RDBMS storage objects when the amount of array cache is significantly smaller than the database; ergo, the actual backend spindles are tightly coupled to the host I/O. These database structures have internal logic that generally expect I/O locality, which is a fancy way of saying that they structure data expecting the on-disk structure to reflect their internal structure. With very large array caches, the host and the backend spindles with RDBMS-type workloads can be decoupled, and this consideration is irrelevant. These two cases are important but rare. “Always thin provision at the array level if you can” is a good general guiding principle.

 




 

In the last section of this chapter, I’ll pull together everything you’ve learned in the previous sections and summarize with some recommended practices.
 

Leveraging SAN and NAS Best Practices
 

After all the discussion of configuring and managing storage in vSphere environments, these are the core principles:
 

 

 
	Pick a storage architecture for your immediate and midterm scaling goals. Don’t design for extreme growth scenarios. You can always use Storage vMotion to migrate up to larger arrays.
 

 
	Consider using VMFS and NFS together; the combination provides a great deal of flexibility.
 

 
	When sizing your initial array design for your entire vSphere environment, think about availability, performance (IOps, MBps, latency), and then capacity—always together and generally in that order.
 


 

The last point in the previous list cannot be overstated. People who are new to storage tend to think primarily in the dimension of storage capacity (TB) and neglect availability and performance. Capacity is generally not the limit for a proper storage configuration. With modern large-capacity disks (300 GB+ per disk is common) and capacity reduction techniques such as thin provisioning, deduplication, and compression, you can fit a lot on a very small number of disks. Therefore, capacity is not always the driver of efficiency.
 

To make this clear, an example scenario will help. First, let’s work through the capacity-centered planning dynamic:
 

 

 
	You determine you will have 150 VMs that are 50 GB in size each.
 

 
	This means that at a minimum, if you don’t apply any special techniques, you will need 7.5 TB (150 × 50 GB). Because of extra space for vSphere snapshots and VM swap, you assume 25 percent overhead, so you plan 10 TB of storage for your vSphere environment.
 

 
	With 10 TB, you could fit that on approximately 13 large 1 TB SATA drives (assuming a 10+2 RAID 6 and one hot spare.
 

 
	Thinking about this further and trying to be more efficient, you determine that while the virtual disks will be configured to be 50 GB, on average they will need only 20 TB, and the rest will be empty, so you can use thin provisioning at the vSphere or storage array layer. Using this would reduce the requirement to 3 TB, and you decide that with good use of vSphere managed datastore objects and alerts, you can cut the extra space down from 25 percent to 20 percent. This reduces the requirement down to 3.6 TB.
 

 
	Also, depending on your array, you may be able to deduplicate the storage itself, which has a high degree of commonality. Assuming a conservative 2:1 deduplication ratio, you would then need only 1.5 TB of capacity—and with an additional 20 percent for various things, that’s 1.8 TB.
 

 
	With only 1.8 TB needed, you could fit that on a very small 3+1 RAID 5 using 750 GB drives, which would net 2.25 TB.
 


 

This would be much cheaper, right? Much more efficient, right? After all, we’ve gone from 13 1 TB spindles to four 750 GB spindles.
 

It’s not that simple. This will be clear going through this a second time, but this time working through the same design with a performance-centered planning dynamic:
 

 

 
	You determine you will have 150 VMs (the same as before).
 

 
	You look at their workloads, and although they spike at 200 IOps, they average at 50 IOps, and the duty cycle across all the VMs doesn’t seem to spike at the same time, so you decide to use the average.
 

 
	You look at the throughput requirements and see that although they spike at 200 MBps during a backup, for the most part, they drive only 3 MBps. (For perspective, copying a file to a USB 2 memory stick can drive 12 MBps—so this is a small amount of bandwidth for a server.) The I/O size is generally small—in the 4 KB size.
 

 
	Among the 150 virtual purpose machines, while most are general-purpose servers, there are 10 that are “big hosts” (for example, Exchange servers and some SharePoint backend SQL Servers) that require specific planning, so you put them aside to design separately using the reference architecture approach. The remaining 140 VMs can be characterized as needing an average of 7,000 IOps (140 × 50 IOps) and 420 MBps of average throughput (140 × 3 MBps).
 

 
	Assuming no RAID losses or cache gains, 7,000 IOps translates to the following:  

 
	39 15K RPM Fibre Channel/SAS drives (7,000 IOps/180 IOps per drive)

 
	59 10K RPM Fibre Channel/SAS drives (7,000 IOps/120 IOps per drive)

 
	87 5,400 RPM SATA drives (7,000 IOps/80 IOps per drive)

 
	7 enterprise flash drives (7,000 IOps/1000 IOps per drive)


 



 

 
	Assuming no RAID losses or cache gains, 420 MBps translates into 3,360 Mbps. At the array and the ESXi hosts layers, this will require the following:  

 
	Two 4 Gbps Fibre Channel array ports (although it could fit on one, you need two for high availability).

 
	Two 10 GbE ports (though it could fit on one, you need two for high availability).

 
	Four 1 GbE ports for iSCSI or NFS. NFS will require careful multi-datastore planning to hit the throughput goal because of how NFS works in link aggregation configurations. iSCSI will require careful multipathing configuration to hit the throughput goal.


 



 

 
	If using block devices, you’ll need to distribute VMs across datastores to design the data stores and backing LUNs themselves to ensure that they can support the IOps of the VMs they contain to ensure that the queues don’t overflow.
 

 
	It’s immediately apparent that the SATA drives are not ideal in this case (they would require 87 spindles!). At the time of writing this book, the sweet spot in the disk market from a combined price/capacity/performance standpoint is the 300 GB 15K RPM drives, and that’s reflected in this configuration. Using these 300 GB 15K RPM drives (without using Enterprise Flash Drives), at a minimum you will have 11.7 TB of raw capacity, assuming 10 percent RAID 6 capacity loss (10.6 TB usable). This is more than enough to store the thickly provisioned VMs, not to mention their thinly provisioned and then deduplicated variations.
 

 
	Will thin provisioning and deduplication techniques save capacity? Yes. Could you use that saved capacity? Maybe, but probably not. Remember, we’ve sized the configuration to meet the IOps workload—unless the workload is lighter than we measured or the additional workloads you would like to load on those spindles generate no I/O during the periods the VMs need it. The spindles will all be busy servicing the existing VMs, and additional workloads will increase the I/O service time.
 


 

What’s the moral of the story? That thin provisioning and data deduplication have no usefulness? That performance is all that matters?
 

No. The moral of the story is that to be efficient you need to think about efficiency in multiple dimensions: performance, capacity, power, operational simplicity, and flexibility. Here is a simple five-step sequence you can use to guide the process:
 


1. Look at your workload, and examine the IOps, MBps, and latency requirements.


2. Put the outliers to one side, and plan for the average.


3. Use reference architectures and a focused plan to design a virtualized configuration for the outlier heavy workloads.


4. Plan first on the most efficient way to meet the aggregate performance workloads.


5. Then, by using the performance configuration developed in step 4, back into the most efficient capacity configuration to hit that mark. Some workloads are performance bound (ergo, step 4 is the constraint), and some are capacity bound (ergo, step 5 is the constraint).




 

Let’s quantify all this learning into applicable best practices:
 

When thinking about performance
 

 

 
	Do a little engineering by simple planning or estimation. Measure sample hosts, or use VMware Capacity Planner to profile the IOps and bandwidth workload of each host that will be virtualized onto the infrastructure. If you can’t measure, at least estimate. For virtual desktops, estimate between 5 and 20 IOps. For light servers, estimate 50 to 100 IOps. Usually, most configurations are IOps bound, not throughput bound, but if you can, measure the average I/O size of the hosts (or again, use Capacity Planner). Although estimation can work for light server use cases, for heavy servers, don’t ever estimate—measure them—it’s so easy to measure, it’s absolutely a “measure twice, cut once” case, particularly for VMs you know will have a heavy workload.
 

 
	For large applications (Exchange, SQL Server, SharePoint, Oracle, MySQL, and so on), the sizing, layout, and best practices for storage for large database workloads are not dissimilar to physical deployments and can be a good choice for RDMs or VMFS volumes with no other virtual disks. Also, leverage joint-reference architectures available from VMware and the storage vendors.
 

 
	Remember that the datastore will need to have enough IOps and capacity for the total of all the VMs. Just remember 80 to 180 IOps per spindle, depending on spindle type (refer to the “Disks” section in “Defining Common Storage Array Architectures” earlier in this chapter), to support the aggregate of all the VMs in it. If you just add up all the aggregate IOps needed by the sum of the VMs that will be in a datastore, you have a good approximation of the total. Additional I/Os are generated by the zeroing activity that occurs for thin and flat (but not thick, which is pre-zeroed up front), but this tends to be negligible. You lose some IOps because of the RAID protection, but you know you’re in the ballpark if the number of spindles supporting the datastore (via a filesystem and NFS or a LUN and VMFS) times the number of IOps per spindle is more than the total number of IOps needed for the aggregate workload. Keep your storage vendor honest, and you’ll have a much more successful virtualization project!
 

 
	Cache benefits are difficult to predict; they vary a great deal. If you can’t do a test, assume they will have a large effect in terms of improving VM boot times with RDBMS environments on VMware, but almost no effect otherwise, so plan your spindle count cautiously.
 


 

When thinking about capacity
 

 

 
	Consider not only the VM disks in the datastores but also their snapshots, their swap, and their suspended state and memory. A good rule of thumb is to assume 25 percent more than from the virtual disks alone. If you use thin provisioning at the array level, oversizing the datastore has no downside, because only what is necessary is actually used.
 

 
	There is no exact best practice datastore-sizing model. Historically, people have recommended one fixed size or another. A simple model is to select a standard guideline for the number of VMs you feel comfortable with in a datastore, multiply that number by the average size of the virtual disks of each VM, add the overall 25 percent extra space, and use that as a standardized building block. Remember, VMFS and NFS datastores don’t have an effective limit on the number of VMs—with VMFS you need to consider disk queuing and, to a much lesser extent, SCSI reservations; with NFS you need to consider the bandwidth to a single datastore.
 

 
	Be flexible and efficient. Use thin provisioning at the array level if possible, and if your array doesn’t support it, use it at the VMware layer. It never hurts (so long as you monitor), but don’t count on it resulting in needing fewer spindles (because of performance requirements).
 

 
	If your array doesn’t support thin provisioning but does support extending LUNs, use thin provisioning at the vSphere layer, but start with smaller VMFS volumes to avoid oversizing and being inefficient.
 

 
	In general, don’t oversize. Every modern array can add capacity dynamically, and you can use Storage vMotion to redistribute workloads. Use the new managed datastore function to set thresholds and actions, and then extend LUNs and the VMFS datastores using the new vSphere VMFS extension capability, or grow NFS datastores.
 


 

When thinking about availability
 

 

 
	Spend the bulk of your storage planning and configuration time to ensure your design has high availability. Check that array configuration, storage fabric (whether Fibre Channel or Ethernet), and NMP/MPP multipathing configuration (or NIC teaming/link aggregation and routing for NFS) are properly configured. Spend the effort to stay up to date with the interoperability matrices of your vendors and the firmware update processes.
 

 
	Remember, you can deal with performance and capacity issues as they come up nondisruptively (VMFS expansion/extends, array tools to add performance, and Storage vMotion). Something that affects the overall storage availability will be an emergency.
 


 

When deciding on a VM datastore placement philosophy, there are two common models: the predictive scheme and the adaptive scheme.
 

Predictive scheme
 

 

 
	Create several datastores (VMFS or NFS) with different storage characteristics, and label each datastore according to its characteristics.
 

 
	Locate each application in the appropriate RAID for its requirements by measuring the requirements in advance.
 

 
	Run the applications, and see whether VM performance is acceptable (or monitor the HBA queues as they approach the queue-full threshold).
 

 
	Use RDMs sparingly as needed.
 


 

Adaptive scheme
 

 

 
	Create a standardized datastore building-block model (VMFS or NFS).
 

 
	Place virtual disks on the datastore. Remember, regardless of what you hear, there’s no practical datastore maximum number. The question is the performance scaling of the datastore.
 

 
	Run the applications and see whether disk performance is acceptable (on a VMFS data store, monitor the HBA queues as they approach the queue-full threshold).
 

 
	If performance is acceptable, you can place additional virtual disks on the datastore. If it is not, create a new datastore and use Storage vMotion to distribute the workload.
 

 
	Use RDMs sparingly.
 


 

My preference is a hybrid. Specifically, you can use the adaptive scheme coupled with starting with two wildly divergent datastore performance profiles (the idea from the predictive scheme), one for utility VMs and one for priority VMs.
 

Always read, follow, and leverage the key documentation:
 

 

 
	VMware’s Fibre Channel and iSCSI SAN configuration guides
 

 
	VMware’s HCL
 

 
	Your storage vendor’s best practices/solutions guides
 


 

Sometimes the documents go out of date. Don’t just ignore the guidance if you think it’s incorrect; use the online community or reach out to VMware or your storage vendor to get the latest information.
 

Most important, have no fear!
 

Physical host and storage configurations have historically been extremely static, and the penalty of error in storage configuration from a performance or capacity standpoint was steep. The errors of misconfiguration would inevitably lead not only to application issues but to complex work and downtime to resolve. This pain of error has ingrained in administrators a tendency to overplan when it comes to performance and capacity.
 

Between the capabilities of modern arrays to modify many storage attributes dynamically and Storage vMotion (the ultimate “get out of jail free card”—including complete array replacement!), the penalty and risk are less about misconfiguration, and now the risk is more about oversizing or overbuying. You cannot be trapped with an underperforming configuration you can’t change nondisruptively.
 

More important than any storage configuration or feature per se is to design a highly available configuration that meets your immediate needs and is as flexible to change as VMware makes the rest of the IT stack.
 

The Bottom Line
 

Differentiate and understand the fundamentals of shared storage, including SANs and NAS.


vSphere depends on shared storage for advanced functions, cluster-wide availability, and the aggregate performance of all the VMs in a cluster. Designing high-performance and highly available shared storage infrastructure is possible on Fibre Channel, FCoE, and iSCSI SANs, and is possible using NAS; in addition, it’s available for midrange to enterprise storage architectures. Always design the storage architecture to meet the performance requirements first, and then ensure that capacity requirements are met as a corollary.

 

Master It

 

Identify examples where each of the protocol choices would be ideal for different vSphere deployments.

 

Master It

 

Identify the three storage performance parameters and the primary determinant of storage performance and how to quickly estimate it for a given storage configuration.

 

Understand vSphere storage options.


vSphere has three fundamental storage presentation models: VMFS on block, RDM, and NFS. The most flexible configurations use all three, predominantly via a shared-container model and selective use of RDMs.

 

Master It

 

Characterize use cases for VMFS datastores, NFS datastores, and RDMs.

 

Master It

 

If you’re using VMFS and there’s one performance metric to track, what would it be? Configure a monitor for that metric.

 

Configure storage at the vSphere layer.


After a shared storage platform is selected, vSphere needs a storage network configured. The network (whether Fibre Channel or Ethernet based) must be designed to meet availability and throughput requirements, which is influenced by protocol choice and vSphere fundamental storage stack (and in the case of NFS, the network stack) architecture. Proper network design involves physical redundancy and physical or logical isolation mechanisms (SAN zoning and network VLANs). With connectivity in place, configure LUNs and VMFS datastores and/or NFS exports/NFS datastores using the predictive or adaptive model (or a hybrid model). Use Storage vMotion to resolve hot spots and other non-optimal VM placement.

 

Master It

 

What would best identify an oversubscribed VMFS datastore from a performance standpoint? How would you identify the issue? What is it most likely to be? What would be two possible corrective actions you could take?

 

Master It

 

A VMFS volume is filling up. What are three possible nondisruptive corrective actions you could take?

 

Master It

 

What would best identify an oversubscribed NFS volume from a performance standpoint? How would you identify the issue? What is it most likely to be? What are two possible corrective actions you could take?

 

Configure storage at the VM layer.


With datastores in place, create VMs. During the creation of the VMs, place VMs in the appropriate datastores and employ selective use of RDMs, but only where required. Leverage in-guest iSCSI where it makes sense, but understand the impact to your vSphere environment.

 

Master It

 

Without turning the machine off, convert the virtual disks on a VMFS volume from thin to thick (eagerzeroedthick) and back to thin.

 

Master It

 

Identify where you would use a physical compatibility mode RDM, and configure that use case.

 

Leverage best practices for SAN and NAS storage with vSphere.


Read, follow, and leverage key VMware and storage vendors’ best practices/solutions guide documentation. Don’t oversize up front, but instead learn to leverage VMware and storage array features to monitor performance, queues, and backend load—and then nondisruptively adapt. Plan for performance first and capacity second. (Usually capacity is a given for performance requirements to be met.) Spend design time on availability design and on the large, heavy I/O VMs, and use flexible pool design for the general-purpose VMFS and NFS datastores.

 

Master It

 

Quickly estimate the minimum usable capacity needed for 200 VMs with an average size of 40 GB. Make some assumptions about vSphere snapshots. What would be the raw capacity needed in the array if you used RAID 10? RAID 5 (4+1)? RAID 6 (10+2)? What would you do to nondisruptively cope if you ran out of capacity?

 

Master It

 

Using the configurations in the previous question, what would the minimum amount of raw capacity need to be if there were actually only 20 GB of data in each VM, even though they are provisioning 40 GB and you used thick on an array that didn’t support thin provisioning? What if the array did support thin provisioning? What if you used Storage vMotion to convert from thick to thin (both in the case where the array supports thin provisioning and in the case where it doesn’t)?

 

Master It

 

Estimate the number of spindles needed for 100 VMs that drive 200 IOps each and are 40 GB in size. Assume no RAID loss or cache gain. How many if you use 500 GB SATA 7,200 RPM? 300 GB 10K Fibre Channel/SAS? 300 GB 15K Fibre Channel/SAS? 160 GB consumer-grade SSD? 200 GB Enterprise Flash?

 


  
Chapter 7
 

Ensuring High Availability and Business Continuity
 

Ensuring high availability and business continuity is a key part of virtualization that is often overlooked or considered after the fact. It is equally as important as configuring storage devices and setting up virtual networking. Virtualization and VMware vSphere in particular enable new ways to provide high availability and business continuity. There are multiple layers where vSphere administrators can help provide high availability in a variety of ways depending on the needs of the business and the unique requirements of the organization. This chapter discusses some of the tools and techniques available for ensuring high availability and business continuity.
 

In this chapter, you will learn to
 

 

 
	Understand Windows clustering and the different types of clusters
 

 
	Use vSphere’s built-in high-availability functionality
 

 
	Recognize differences between different high-availability solutions
 

 
	Understand additional components of business continuity
 


 

Understanding the Layers of High Availability
 

Even in non-virtualized environments, there are multiple ways to achieve high availability for OS instances and applications. When you introduce virtualization into the mix with vSphere, you gain additional methods of providing high availability. Figure 7.1 shows these different layers.
 


Figure 7.1 Each layer has its own forms of high availability.
 

[image: 7.1]

 

At each layer, there are tools and techniques for providing high availability and business continuity:
 

 

 
	Examples of high availability at the Application layer include Oracle Real Application Clusters (RAC).
 

 
	At the OS layer, solutions include OS clustering functionality, such as Windows Failover Clustering (WFC) for Windows Server.
 

 
	The Virtualization layer offers a number of features for high availability, including vSphere High Availability (HA) and vSphere Fault Tolerance (FT).
 

 
	High availability at the Physical layer is achieved through redundant hardware — multiple network interface cards (NICs) or host bus adapters (HBAs), multiple storage area network (SAN) switches and fabrics, multiple paths to storage, multiple controllers in storage arrays, redundant power supplies, and so forth.
 


 

Each of these various technologies or techniques has its own strengths and weaknesses. For example, providing redundancy at the Physical layer is great, but it doesn’t help with failures at the Application layer. Conversely, protecting against application failures is great but won’t help much if the underlying hardware isn’t redundant. As you set forth on a journey to establish high availability for your virtualized workloads, keep in mind that there is no “one size fits all” solution. Use the right tool for the job based on your specific requirements.
 

Given that this is a book on vSphere, I can cover only some of the various possibilities for ensuring high availability, so I’ll focus my efforts on three key technologies or techniques that help provide high availability:
 

 

 
	OS clustering in Microsoft Windows
 

 
	ESXi host clustering using vSphere HA
 

 
	VM mirroring using vSphere FT
 


 

After a discussion of these three broad areas, I discuss some areas relating to business continuity.
 

First, though, let’s start with a well-known technique for achieving high availability at the OS level: OS clustering, specifically clustering Microsoft Windows Server instances.
 

Clustering VMs
 

Because Windows Server 2008 and its predecessors are widely used in corporate and enterprise datacenters today, it’s quite likely that at one point or another you’ve been asked to create or support a Windows-based cluster. There are two primary ways to use clustering to provide high availability for Windows Server 2008:
 

 

 
	Network Load Balancing (NLB) clustering
 

 
	Windows Failover Clustering (WFC)
 


 

While both of these methods are described as clustering, they are primarily targeted for very different purposes. NLB clustering is typically provided as a way to provide scalable performance, while WFC is usually focused on providing redundancy and high availability in the form of active/passive workload clustering.
 

Some experts say that vSphere HA eliminates the need for WFC because — as you’ll see later in this chapter in the section “Implementing vSphere High Availability” — vSphere HA can provide failover in the event of a physical host failure. That’s true, but it’s important to understand that these high-availability mechanisms operate at different layers (refer back to Figure 7.1). WFC operates at the OS layer, providing redundancy in the event that one of the OS instances in the cluster fails. That OS failure could be the result of hardware failure. vSphere HA (and vSphere FT) operate at a layer beneath the OS and don’t operate in exactly the same way. As I’ll reiterate throughout this chapter, each of the high-availability mechanisms described in this chapter has advantages and disadvantages. You’ll want to be sure you understand these so that you can choose the right approach for your specific environment.
 

Table 7.1 provides a quick overview of the clustering support provided by Windows Server 2003 and Windows Server 2008.
 

Table 7.1 Windows Server 2003/2008 clustering support
 


	Operating System
	Network Load Balancing
	Windows Failover Clustering



	Windows Server 2003/2008 Web Edition
	Yes (up to 32 nodes)
	No


	Windows Server 2003/2008 Standard Edition
	Yes (up to 32 nodes)
	No


	Windows Server 2003/2008 Enterprise Edition
	Yes (up to 32 nodes)
	Yes (up to 8 nodes in 2003 and 16 nodes in 2008)


	Windows Server 2003/2008 Datacenter Edition
	Yes (up to 32 nodes)
	Yes (up to 8 nodes in 2003 and 16 nodes in 2008)



 

I’ll start this section with a quick review of NLB clustering and how you can use it in your vSphere environment.
 

Introducing Network Load Balancing Clustering
 

The Network Load Balancing configuration involves an aggregation of servers that balances the requests for applications or services. In a typical NLB cluster, all nodes are active participants in the cluster and are consistently responding to requests for services. If one of the nodes in the NLB cluster goes down, client connections are simply redirected to another available node in the NLB cluster. NLB clusters are most commonly deployed as a means of providing enhanced performance and availability. Because client connections could be directed to any available node within the cluster, NLB clusters are best suited for scenarios involving stateless connections and protocols, such as environments using Microsoft Internet Information Services (IIS), virtual private networking (VPN), or Microsoft Internet Security and Acceleration (ISA) Server, to name a few. Figure 7.2 summarizes the architecture of an NLB cluster made up of Windows-based VMs (the architecture is the same for physical systems).
 


Network Load-Balancing Support from VMware

 

As of this writing, VMware supports NLB, but you will need to run NLB in Multicast mode to support vMotion and VMs on different physical hosts. You will also need to configure static Address Resolution Protocol (ARP) entries on the physical switch to achieve this, which greatly limits the scalability of the solution. If NLB is running in Unicast mode, then the VMs will all need to be running on the same host. Another option to consider would be the use of third-party load balancers to achieve the same results.

 




 


Figure 7.2 An NLB cluster can contain up to 32 active nodes (only 5 are shown here) that distribute traffic equally across each node. The NLB software allows the nodes to share a common name and IP address that is referenced by clients.
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NLB clusters aren’t the right fit for every application or workload. For applications and workloads that aren’t a good fit for NLB, Microsoft offers Windows Failover Clustering. I describe this in the next section.
 

Introducing Windows Failover Clustering
 

Unlike NLB clusters, Windows Failover Clusters (which I’ll refer to as server clusters or failover clusters from here on) are used solely for the sake of availability. Server clusters do not provide performance enhancements outside of high availability. In a typical server cluster, multiple nodes are configured to be able to own a service or application resource, but only one node owns the resource at a given time. Server clusters are most often used for applications like Microsoft Exchange, Microsoft SQL Server, and DHCP services, which each share a need for a common datastore. The common datastore houses the information accessible by the node that is online and currently owns the resource, as well as the other possible owners that could assume ownership in the event of failure. Each node requires at least two network connections: one for the production network and one for the cluster service heartbeat between nodes. Figure 7.3 details the structure of a server cluster built using physical systems (I’ll illustrate several ways how server clusters are built with VMs later in this section).
 


Windows Clustering Storage Architectures

 

As you saw in Table 7.1, server clusters built on Windows Server 2003 can support only up to 8 nodes, and Windows Server 2008 can support up to 16 nodes when using a Fibre Channel–switched fabric. Storage architectures that use SCSI disks as direct attached storage or that use a Fibre Channel–arbitrated loop result in a maximum of only 2 nodes in a server cluster. Clustering VMs on an ESXi host utilizes a simulated SCSI shared storage connection and is therefore limited to only 2-node clustering.

 




 


Figure 7.3 Server clusters are best suited for applications and services like SQL Server, Exchange Server, DHCP, and so on, which use a common data set.
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Server clusters, when constructed properly, provide automatic failover of services and applications hosted across multiple cluster nodes. When multiple nodes are configured as a cluster for a service or application resource, as I said previously, only one node owns the resource at any given time. When the current resource owner experiences failure, causing a loss in the heartbeat between the cluster nodes, another node assumes ownership of the resource to allow continued access with minimal data loss. To configure multiple Windows Server 2008 nodes into a Microsoft cluster, the following requirements must be met:
 

 

 
	Nodes must be running either Enterprise Edition or Datacenter Edition of Windows Server 2008.
 

 
	All nodes should have access to the same storage device(s). The specific details of the storage device(s) and how they are shared will depend on how the cluster is built.
 

 
	All nodes should have two similarly connected and configured network adapters: one for the production (or public) network and one for the heartbeat (or private) network.
 

 
	All nodes should have Microsoft Cluster Services for the version of Windows that you are using.
 


 

Before I can provide you with the details on how to build a server cluster running Microsoft Windows Server 2008 on vSphere, I first need to discuss the different scenarios of how server clusters can be built.
 

Reviewing VM Clustering Configurations
 

Building a server cluster with Windows Server 2008 VMs requires one of three different configurations, as follows:
 


Cluster in a Box The clustering of two VMs on the same ESXi host is also known as a cluster in a box. This is the easiest of the three configurations to set up. No special configuration needs to be applied to make this configuration work.

 

Cluster across Boxes The clustering of two VMs that are running on different ESXi hosts is known as a cluster across boxes. VMware had restrictions in place for this configuration in earlier versions: the cluster node’s C: drive must be stored on the host’s local storage or local VMFS datastore, the cluster shared storage must be stored on Fibre Channel external disks, and you must use raw device mappings on the storage. In vSphere 4 and vSphere 5, this was changed and updated to allow .vmdk files on the SAN and to allow the cluster VM boot drive or C: drive on the SAN, but vMotion and vSphere Distributed Resource Scheduler (DRS) are not supported using Microsoft-clustered VMs.

 

Physical to Virtual Clustering The clustering of a physical server and a VM together is often referred as a physical to virtual cluster. This configuration of using physical and virtual servers together gives you the best of both worlds, and the only other added restriction is that you cannot use Virtual Compatibility mode with the RDMs.

 



 

I’ll examine the cluster-in-a-box and the physical-to-virtual clustering configurations in more detail in the sections “Examining Cluster-in-a-Box Scenarios” and “Examining Physical-to-Virtual Clustering,” respectively. I’ll examine and show you how to build a cluster across boxes in the section “Examining Cluster-across-Boxes Configurations.”
 

Building Windows-based server clusters has long been considered an advanced technology implemented only by those with high technical skills in implementing and managing high-availability environments. Although this might be more rumor than truth, it is certainly a more complex solution to set up and maintain.
 

Although you might achieve results setting up clustered VMs, you may not receive support for your clustered solution if you violate any of the clustering restrictions put forth by VMware. The following list summarizes and reviews the dos and don’ts of clustering VMs as published by VMware:
 

 

 
	32-bit and 64-bit VMs can be configured as nodes in a server cluster.
 

 
	Majority node set clusters with application-level replication (for example, Microsoft Exchange 2007 Cluster Continuous Replication) are now supported.
 

 
	Only two-node clustering is allowed.
 

 
	Clustering is not supported on FCoE, iSCSI, or NFS datastores.
 

 
	Clustering does not support NIC teaming in the VMs.
 

 
	VMs configured as cluster nodes must use the LSI Logic SCSI adapter (for Windows Server 2003) or the LSI Logic SAS adapter (for Windows Server 2008) and the vmxnet network adapter.
 

 
	VMs in a clustered configuration are not valid candidates for vMotion, and they can’t participate in vSphere HA, vSphere FT, or vSphere DRS. They can be part of a cluster that has these features enabled, but the features must be disabled for the VMs participating in the server cluster.
 

 
	VMs in a server cluster cannot use N_Port ID Virtualization.
 

 
	All the ESXi systems hosting VMs that are part of a server cluster must be running the same version of ESXi.
 


 

There is something else that you need to do. You must set the I/O timeout to 60 seconds or more by modifying HKLM\System\CurrentControlSet\Services\Disk\TimeOutValue, and if you re-create a cluster, you’ll need to reset the value again.
 

So, let’s get into some more details on clustering and look at the specific clustering options available in the virtual environment. I will start with the most basic design configuration, the cluster in a box.
 

Examining Cluster-in-a-Box Scenarios
 

The cluster-in-a-box scenario involves configuring two VMs hosted by the same ESXi host as nodes in a server cluster. The shared disks of the server cluster can exist as .vmdk files stored on local Virtual Machine File System (VMFS) volumes or on a shared VMFS volume. Figure 7.4 details the configuration of a cluster in a box.
 


Figure 7.4 A cluster-in-a-box configuration does not provide protection against a single point of failure. Therefore, it is not a common or suggested form of deploying Microsoft server clusters in VMs.
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After reviewing the diagram of a cluster-in-a-box configuration, you might wonder why you would want to deploy such a thing. The truth is, you wouldn’t want to deploy a cluster-in-a-box configuration because it still maintains a single point of failure. With both VMs running on the same host, if that host fails, both VMs fail. This architecture contradicts the very reason for creating failover clusters. A cluster-in-a-box configuration still contains a single point of failure that can result in downtime of the clustered application. If the ESXi host hosting the two-node cluster-in-a-box configuration fails, then both nodes are lost, and a failover does not occur. This setup might, and I use might loosely, be used only to “play” with clustering services or to test clustering services and configurations. But ultimately, even for testing, it is best to use the cluster-across-box configurations to get a better understanding of how this might be deployed in a production scenario.
 


Configuration Options for Virtual Clustering

 

As suggested in the first part of this chapter, server clusters are deployed for high availability. High availability is not achieved by using a cluster-in-a-box configuration, and therefore you should avoid this configuration for any type of critical production applications and services.

 




 

Examining Cluster-Across-Boxes Configurations
 

Although the cluster-in-a-box scenario is more of an experimental or education tool for clustering, the cluster-across-boxes configuration provides a solid solution for critical VMs with stringent uptime requirements — for example, the enterprise-level servers and services like SQL Server and Exchange Server that are heavily relied on by the bulk of end users. The cluster-across-boxes scenario, as the name applies, draws its high availability from the fact that the two nodes in the cluster are managed on different ESXi hosts. In the event that one of the hosts fails, the second node of the cluster will assume ownership of the cluster group and its resources, and the service or application will continue responding to client requests.
 

The cluster-across-boxes configuration requires that VMs have access to the same shared storage, which must reside on a Fibre Channel storage device external to the ESXi hosts where the VMs run. The virtual hard drives that make up the operating system volume of the cluster nodes can be a standard VMDK implementation; however, the drives used as the shared storage must be set up as a special kind of drive called a Raw Device Mapping (RDM). An RDM is a feature that allows a VM to establish direct access to a LUN on a SAN device. I also discussed RDMs briefly in Chapter 6, “Creating and Configuring Storage Devices.”
 

A cluster-across-boxes configuration requires a more complex setup than a cluster-in-a-box configuration. When clustering across boxes, all proper communication between VMs and all proper communication from VMs and storage devices must be configured properly. Figure 7.5 provides details on the setup of a two-node VM cluster-across-box configuration using Windows Server 2008 as the guest operating system (guest OS).
 


Using Raw Device Mappings in Your Virtual Clusters

 

An RDM is not a direct access to a LUN, and it is not a normal virtual hard disk file. An RDM is a blend of the two. When adding a new disk to a VM, as you will soon see, the Add Hardware Wizard presents the RDMs as an option on the Select A Disk page. This page defines the RDM as having the ability to give a VM direct access to the SAN, thereby allowing SAN management. I know this seems like a contradiction to the opening statement of this sidebar; however, I’m getting to the part that, oddly enough, makes both statements true.

 

By selecting an RDM for a new disk, you’re forced to select a compatibility mode for the RDM. An RDM can be configured in either Physical Compatibility mode or Virtual Compatibility mode. The Physical Compatibility mode option allows the VM to have direct raw LUN access. The Virtual Compatibility mode, however, is the hybrid configuration that allows raw LUN access but only through a VMDK file acting as a proxy. The following image details the architecture of using an RDM in Virtual Compatibility mode.
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So, why choose one over the other if both are ultimately providing raw LUN access? Because the RDM in Virtual Compatibility mode uses a VMDK proxy file, it offers the advantage of allowing snapshots to be taken. By using the Virtual Compatibility mode, you will gain the ability to use snapshots on top of the raw LUN access in addition to any SAN-level snapshot or mirroring software. Or, of course, in the absence of SAN-level software, the VMware snapshot feature can certainly be a valuable tool. The decision to use Physical Compatibility or Virtual Compatibility is predicated solely on the opportunity and/or need to use VMware snapshot technology or when using physical-to-virtual clustering.

 




 


Figure 7.5 A Microsoft cluster built on VMs residing on separate ESXi hosts requires shared storage access from each VM using an RDM.
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Make sure you document things well when you start using RDMs. Any storage that is presented to ESXi and is not formatted with VMFS will show up as available storage. If all the administrators are not on the same page, it is easy to take a LUN that was used for an RDM and reprovision that LUN as a VMFS datastore, effectively blowing away the RDM data in the process. I have seen this mistake happen firsthand, and let me tell you, the process is very quick to erase any data that is there. I have gone so far as to create a separate column in vCenter Server to list any RDM LUNs that are configured, to make sure everyone has a reference point.
 

Let’s keep moving and perform the following steps to configure Microsoft Cluster Services on Windows Server 2008 across VMs on separate ESXi hosts.
 

Creating the First Cluster Node in Windows Server 2008
 

Perform the following steps to create the first cluster node:
 


1. Using the vSphere Client, create a new VM, and install Windows Server 2008 (or clone an existing VM or template with Windows Server 2008 already installed).


Refer to Chapter 9, “Creating and Managing Virtual Machines,” for more details on creating VMs; refer to Chapter 10, “Using Templates and vApps,” for more information on cloning VMs.

 

2. Configure the VM so that it has two NICs, as shown in Figure 7.6 — one for the public (production) network and one for the private (heartbeat) network. Assign IP addresses within Windows Server 2008 as needed. Shut down the VM after you have completed the networking configuration.


3. Right-click the new VM and select Edit Settings.


4. Click the Add button, select Hard Disk, and click Next.


5. Select the Raw Device Mappings radio button, and then click Next.


6. Select the appropriate target LUN from the list of available targets, and then click Next.


I’ll remind you again: make sure you have the correct LUN, or you could overwrite important data!

 

7. Select Store With The Virtual Machine to keep the VMDK proxy file on the same datastore as the VM, and then click Next.


8. Select either Physical or Virtual for the RDM Compatibility mode.


Different versions have different requirements. In this case, select Physical and then click Next.

 


RDM Requirements for Windows Server 2003 and Windows Server 2008

 

When building a cluster across multiple ESXi hosts using Windows Server 2003, you can use Virtual mode RDMs. If you are using Windows Server 2008 to build the cluster across ESXi hosts, you must use Physical Compatibility mode.

 




 

9. Select the virtual device node to which the RDM should be connected, as shown in Figure 7.7, and then click Next.


Note that you must select a different SCSI node; you can’t put the RDM on SCSI 0.

 


SCSI Nodes for RDMs

 

RDMs used for shared storage in a Microsoft server cluster must be configured on a SCSI node that is different from the SCSI to which the hard disk is connected, and which holds the operating system. For example, if the operating system’s virtual hard drive is configured to use the SCSI0 node, then the RDM should use the SCSI1 node. This rule applies to both virtual and physical clustering.

 




 

10. Click the Finish button.


11. Select the new SCSI controller that was added as a result of adding the RDMs on a separate SCSI controller.


12. Select the Physical radio button in the SCSI Bus Sharing options, as shown in Figure 7.8.


13. Repeat steps 2 through 9 to configure additional RDMs for shared storage locations needed by nodes of a Microsoft server cluster.


In this case, I’m going to present a single RDM.

 

14. Power on the first node of the cluster. Verify that you’ve assigned valid IP addresses to the network adapters configured for the production and heartbeat networks. Then format the new drive representing the RDM and assign drive letters, as shown in Figure 7.9.


15. Proceed to the next section to configure the second cluster node and the respective ESXi host.




 


Figure 7.6 A node in a Microsoft Windows server cluster requires at least two NICs. One adapter must be able to communicate on the production network, and the second adapter is configured for internal cluster heartbeat communication.
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Figure 7.7 The virtual device node for the additional RDMs in a cluster node must be a different SCSI node.
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Figure 7.8 The SCSI bus sharing for the new SCSI adapter must be set to Physical to support running a Microsoft cluster across multiple ESXi hosts.
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Figure 7.9 The RDM presented to the first cluster node is formatted and assigned a drive letter.
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Creating the Second Cluster Node in Windows Server 2008
 

Perform the following steps to create the second cluster node:
 


1. Using the vSphere Client, create a second VM running Windows Server 2008 that is a member of the same Active Directory domain as the first cluster node. Ensure that the VM has two NICs and that the NICs have appropriate IP addresses assigned for the production (public) and heartbeat (private) networks.


2. Shut down the second VM.


3. Add the same RDMs to the second cluster node.


This time around, you can’t select Raw Device Mappings, because the LUN you selected when setting up the first node won’t be listed (it’s already been used). Instead, select Use An Existing Virtual Disk and then navigate to the location of the VMDK proxy file (if you selected Store With The Virtual Machine in step 7 of setting up the first node, you’ll find a VMDK file there with the same size as the backing LUN).

 

Be sure to use the same SCSI node values on the second VM. For example, if the first node used SCSI 1:0 for the first RDM, then configure the second node to use the same configuration. Don’t forget to edit the SCSI bus sharing configuration for the new SCSI adapter (Physical SCSI bus sharing).

 

4. Power on the second VM.


5. Verify that the hard drives corresponding to the RDMs can be seen in Disk Manager. At this point, the drives will show a status of Healthy, but drive letters will not be assigned.




 

Creating the Failover Cluster in Windows Server 2008
 

Perform the following steps to create the management cluster:
 


1. Log into the first node as an administrative user.


2. Launch Server Manager from the Start menu, if it doesn’t launch automatically.


3. Click Add Features.


4. From the list of features in the Add Features Wizard, select Failover Clustering and click Next.


5. Click Install. When the install is completed, click Close.


6. Repeat this process on the second node.




 

With Failover Clustering installed on both nodes, you can validate the cluster configuration to ensure that everything is configured properly:
 


1. Log into the first node as an administrative user.


2. From the Start menu, select Administrative Tools → Failover Cluster Management.


3. Click Validate A Configuration. This launches the Validate A Configuration Wizard. Click Next to start the wizard.


4. Enter the names of both the first and second cluster nodes, clicking Add after each server name to add it to the list. Click Next.


5. Leave the default selection (Run All Tests) and click Next.


6. Click Next at the Confirmation step.


7. Review the report. If any errors are reported, follow the guidance to address the errors. Click Finish when you are done.




 

Now you’re ready to create the cluster:
 


1. While still logged into the first node as an administrative user and still running Failover Cluster Management, click Create A Cluster.


2. At the first screen of the Create Cluster Wizard, click Next.


3. Enter the names of both nodes, and click Add after each server to add it to the list. Click Next to continue.


4. Select the option to not run the validation tests (you’ve already run them). Click Next.


5. Specify a cluster name and an IP address on the production (public) network. Click Next to continue.


6. Click Next at the Confirmation screen.


7. The Create Cluster Wizard will perform the necessary steps to create the cluster and bring the resources online. When it has completed, review the report and click Finish.




 

After the cluster is up and running, you can use the Failover Cluster Management application to add resources, applications, and services. Some applications, such as Microsoft SQL Server and Microsoft Exchange Server, not only are cluster-aware applications but also allow for the creation of a server cluster as part of the standard installation wizard. Other cluster-aware applications and services can be configured into a cluster using the cluster administrator. Refer to the documentation for Microsoft Windows Server 2008 and/or the specific application you want to cluster for more details.
 

Examining Physical-to-Virtual Clustering
 

The last type of clustering scenario to discuss is physical-to-virtual clustering. As you might have guessed, this involves building a cluster with two nodes where one node is a physical machine and the other node is a VM. Figure 7.10 details the setup of a two-node physical-to-virtual cluster.
 


Figure 7.10 Clustering physical machines with VM counterparts can be a cost-effective way of providing high availability.
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The constraints surrounding the construction of a physical-to-virtual cluster are identical to those noted in the previous configuration. Likewise, the steps to configure the VM acting as a node in the physical-to-virtual cluster are identical to the steps outlined in the previous section, with one addition: you must set up the RDMs in Physical Compatibility mode, regardless of the version of Windows Server you’re using. The VM must have access to all the same storage locations as the physical machine. The VM must also have access to the same pair of networks used by the physical machine for production and heartbeat communication, respectively.
 

The advantage to implementing a physical-to-virtual cluster is the resulting high availability with reduced financial outlay. Physical-to-virtual clustering, because of the two-node limitation of VM clustering, ends up as an N+1 clustered solution, where N is the number of physical servers in the environment plus one additional physical server to host the VMs. In each case, each physical VM cluster creates a failover pair. With the scope of the cluster design limited to a failover pair, the most important design aspect in a physical-to-virtual cluster is the scale of the host running the ESXi host. As you may have figured, the more powerful the ESXi host, the more failover incidents it can handle. A more powerful ESXi host will handle multiple physical host failures better, whereas a less powerful ESXi host might handle only a single physical host failure before performance levels experience a noticeable decline. Figure 7.11 shows an example of many-to-one physical-to-virtual clustering.
 


OS Clustering Is Not Limited to Windows

 

Although I’ve only discussed Windows Server–based OS clustering methods in this section, you are not limited to Windows to use OS clustering. Other supported OSes also offer ways to provide high availability within the OS itself.

 




 


Figure 7.11 Using a single powerful ESXi system to host multiple failover clusters is one use case for physical-to-virtual clustering.
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Now that I’ve covered OS clustering in Windows Server, let’s take a look at VMware’s version of high availability. VMware has a built-in option called vSphere High Availability (HA). As you’ll see, vSphere HA uses a very different method than OS clustering to provide high availability.
 

Implementing vSphere High Availability
 

You’ve already seen how you can use OS clustering to provide high availability for OSes and applications. In addition to OS clustering, vSphere provides a feature intended to provide high availability at the virtualization layer as well. vSphere High Availability (HA) is a component of the vSphere product that provides for the automatic failover of VMs. Because the term “high availability” can mean different things to different people, it’s important to understand the behavior of vSphere HA to ensure that you are using the right high-availability mechanism to meet the requirements of your organization. Depending on your requirements, one of the other high-availability mechanisms described in this chapter might be more appropriate.
 


A Complete Rewrite from Previous Versions

 

The underpinnings of vSphere HA underwent a complete rewrite for vSphere 5. If you are familiar with previous versions of vSphere, keep this in mind as you look at how vSphere HA behaves in this version.

 




 

Understanding vSphere High Availability
 

The vSphere HA feature is designed to provide an automatic restart of the VMs that were running on an ESXi host at the time it became unavailable, as shown in Figure 7.12.
 


Figure 7.12 vSphere HA provides an automatic restart of VMs that were running on an ESXi host when it failed.
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vSphere HA primarily targets ESXi host failures, but it can also be used to protect against VM- and application-level failures. In all cases, vSphere HA uses a restart of the VM as the mechanism for addressing the detected failure. This means there is a period of downtime when a failure occurs. Unfortunately, you can’t calculate the exact duration of the downtime because it is unknown ahead of time how long it will take to boot a VM or a series of VMs. From this you can gather that at this point vSphere HA might not provide the same level of high availability as found in other high-availability solutions. Further, when a failover occurs between ESXi hosts as a result of the vSphere HA feature, there is a slight potential for data loss and/or filesystem corruption because the VM was immediately powered off when the server failed and then brought back up minutes later on another server. However, given the journaling filesystems in use by Windows and many distributions of Linux, this possibility is relatively slim.
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vSphere HA Experience in the Field

 

I want to mention my own personal experience with vSphere HA and the results I encountered. Your mileage might vary, but this should give you a reasonable expectation of what to expect. I had a VMware ESXi host that was a member of a five-node cluster. This node crashed sometime during the night, and when the host went down, it took anywhere from 15 to 20 VMs with it. vSphere HA kicked in and restarted all the VMs as expected.

 

What made this an interesting experience is that the crash must have happened right after the polling of the monitoring and alerting server. All the VMs that were on the general alerting schedule were restarted without triggering any alerts. We did have some of those VMs with a more aggressive monitoring that did trip off alerts that were recovered before anyone was able to log on to the system and investigate. I tried to argue the point that if an alert never fired, did the downtime really happen? I did not get too far with that argument but was pleased with the results.

 

In another case, during testing I had a VM running on a two-node cluster. I pulled the power cords on the host that the VM was running to create the failure. My time to recovery from pull to ping was between five and six minutes. That’s not too bad for general use but not good enough for all cases. vSphere Fault Tolerance (FT) can now fill that gap for even the most important and critical servers in your environment. I’ll talk more about vSphere FT in a bit.

 




 

Understanding vSphere HA’s Underpinnings
 

On the surface, the functionality of vSphere HA is similar to the functionality provided in previous versions of vSphere. Under the covers, though, vSphere HA uses a new VMware-developed tool known as Fault Domain Manager (FDM). FDM was developed from the ground up to replace Automated Availability Manager (AAM), which powered vSphere HA in earlier versions of vSphere. AAM had a number of notable limitations, including a strong dependence on name resolution and scalability limits. FDM was developed to address these limitations while still providing all the same functionality from earlier versions of vSphere. FDM also offers a couple of significant improvements over AAM:
 

 

 
	FDM uses a master/slave architecture that does not rely on primary/secondary host designations.
 

 
	FDM uses both the management network and storage devices for communication.
 

 
	FDM introduces support for IPv6.
 

 
	FDM addresses the issues of both network partition and network isolation.
 


 

FDM uses the concept of an agent that runs on each ESXi host. This agent is separate and decoupled from the vCenter management agents that vCenter uses to communicate with ESXi hosts (this management agent is known as vpxa). This agent gets installed into the ESXi hosts at /opt/vmware/fdm and stores its configuration files at /etc/opt/vmware/fdm (note that you must enable SSH and the ESXi shell in order to view these directories).
 

Although FDM is markedly different from AAM, as an end user you will notice very little difference in how vSphere HA operates. Therefore, I generally won’t refer to FDM directly, but instead I’ll refer to vSphere HA. I did want to bring it to your attention, though, so that you are aware of the underlying differences.
 

When vSphere HA is enabled, the vSphere HA agents participate in an election to pick a vSphere HA master. The vSphere HA master is responsible for a number of key tasks within a vSphere HA–enabled cluster:
 

 

 
	The vSphere HA master monitors slave hosts and will restart VMs in the event of a slave host failure.
 

 
	The vSphere HA master monitors the power state of all protected VMs. If a protected VM fails, it will restart the VM.
 

 
	The vSphere HA master manages the list of hosts that are members of the cluster and manages the process of adding and removing hosts from the cluster.
 

 
	The vSphere HA master manages the list of protected VMs. It updates this list after each user-initiated power-on or power-off operation. These updates are at the request of vCenter Server, which requests the master to protect or unprotect VMs.
 

 
	The vSphere HA master caches the cluster configuration. The master notifies and informs slave hosts of changes in the cluster configuration.
 

 
	The vSphere HA master host sends heartbeat messages to the slave hosts so that the slave hosts know the master is alive.
 

 
	The vSphere HA master reports state information to vCenter Server. vCenter Server typically communicates only with the master.
 


 

As you can see, the role of the vSphere HA master is quite important. For this reason, if the existing master fails, a new vSphere HA master is automatically elected. The new master will then take over the responsibilities listed here, including communication with vCenter Server.
 


Does vCenter Server Talk to vSphere HA Slave Hosts?

 

There are a few instances in which vCenter Server will talk to vSphere HA agents on slave hosts. Some of these instances include: when it is scanning for a vSphere HA master, when a host is reported as isolated or partitioned, or if the existing master informs vCenter that it cannot reach a slave agent.

 




 

Once an ESXi host in a vSphere HA–enabled cluster elects a vSphere HA master, all other hosts become slaves connected to that master. The responsibilities of the slave hosts include the following:
 

 

 
	A slave host watches the runtime state of the VMs running locally on that host. Significant changes in the runtime state of these VMs are forwarded to the vSphere HA master.
 

 
	vSphere HA slaves monitor the health of the master. If the master fails, slaves will participate in a new master election.
 

 
	vSphere HA slave hosts implement vSphere HA features that don’t require central coordination by the master. This includes VM Health Monitoring.
 


 

The role of any given ESXi host within a vSphere HA–enabled cluster is noted on the Summary tab of the ESXi host within the vSphere Client. The composite screenshot in Figure 7.13 shows how the vSphere Client presents this information.
 


Figure 7.13 The status of an ESXi host as either master or slave is provided on the host’s Summary tab. Here you can see both a master host and a slave host.
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I mentioned that vSphere HA uses both the management network as well as storage devices to communicate. In the event that the master cannot communicate with a slave across the management network, the master can check its heartbeat datastores — selected datastores used by vSphere HA for communication — to see if the slave host is still alive. This functionality is what helps vSphere HA deal with network partition as well as network isolation.
 

Network partition is the term used to describe the situation in which one or more slave hosts cannot communicate with the master even though they still have network connectivity. In this case, vSphere HA is able to use the heartbeat datastores to detect whether the partitioned hosts are still live and whether action needs to be taken to protect VMs on those hosts.
 

Network isolation is the situation in which one or more slave hosts have lost all management network connectivity. Isolated hosts can neither communicate with the vSphere HA master nor communicate with other ESXi hosts. In this case, the slave host uses heartbeat datastores to notify the master that it is isolated. The slave host uses a special binary file, the host-X-poweron file, to notify the master. The vSphere HA master can then take the appropriate action to ensure that the VMs are protected. I’ll discuss network isolation and how an ESXi host reacts to network isolation later in this chapter in the section “vSphere High Availability Isolation Response.”
 

Figure 7.14 shows the files on a VMFS datastore that vSphere HA uses for storage heartbeating between the vSphere HA master and slave hosts.
 


Figure 7.14 vSphere HA uses the host-X-poweron files for a slave host to notify the master that it has become isolated from the network.
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In the section “Setting vSphere High Availability Datastore Heartbeating,” I’ll show you how to see which datastores are used as heartbeat datastores, as well as how to tell vSphere HA which datastores should or should not be used for heartbeating.
 

With this overview of the vSphere HA architecture and behavior under your belt, let’s move on to enabling vSphere HA to protect your VMs.
 

Enabling vSphere High Availability
 

Let’s review the requirements of vSphere HA. To implement vSphere HA, all of the following requirements should be met:
 

 

 
	All hosts in a vSphere HA-enabled cluster must have access to the same shared storage locations used by all VMs on the cluster. This includes any Fibre Channel, FCoE, iSCSI, and NFS datastores used by VMs.
 

 
	All hosts in a vSphere HA cluster should have an identical virtual networking configuration. If a new switch is added to one host, the same new switch should be added to all hosts in the cluster. If you are using a vSphere Distributed Switch (vDS), all hosts should be participating in the same vDS.
 


 


A Test for vSphere HA

 

An easy and simple test for identifying vSphere HA capability for a VM is to perform a vMotion. The requirements of vMotion are actually more stringent than those for performing a vSphere HA failover, though some of the requirements are identical. In short, if a VM can successfully perform a vMotion across the hosts in a cluster, then it is safe to assume that vSphere HA will be able to power on that VM from any of the hosts. To perform a full test of a VM on a cluster with four nodes, perform a vMotion from node 1 to node 2, node 2 to node 3, node 3 to node 4, and finally node 4 back to node 1. If it works, then the VM has passed the test!

 




 

As with earlier versions, vSphere HA is a cluster-level configuration. In order to use vSphere HA to protect VMs, you must first place your ESXi hosts into a cluster. Remember, a VMware cluster represents a logical aggregation of CPU and memory resources. With vSphere HA, a cluster also represents a logical protection boundary. VMs can be protected by vSphere HA only if they are running on an ESXi host in a vSphere HA–enabled cluster. By editing the cluster settings, you can enable the vSphere HA feature for a cluster, as you can see in Figure 7.15.
 


Figure 7.15 vSphere HA is enabled or disabled for an entire cluster.
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When vSphere HA is enabled for a cluster, it will elect a master as described in the previous section. The other hosts in the cluster will become slave hosts connected to that master host. You can observe this process by watching the Tasks pane of the vSphere Client when you enable vSphere HA. Figure 7.16 shows an example of the tasks that are generated when you enable vSphere HA for a cluster.
 


  


















































Figure 7.16 As you can see in the Tasks pane, vSphere HA elects a master host when it is enabled on a cluster of ESXi hosts.
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After vSphere HA is enabled, there may be times when you need to temporarily halt it, such as during network maintenance windows. Previously I discussed the behavior of vSphere HA when a network partition or network isolation occurs. If you are going to be performing network maintenance that might trigger one of these events, uncheck Enable Host Monitoring to prevent vSphere HA from triggering isolation response or network partition behaviors. Note the Enable Host Monitoring check box shown in Figure 7.17; this is how you can temporarily disable the host-monitoring function of vSphere HA during times of network maintenance so as not to trigger network partition or network isolation behaviors.
 


Figure 7.17 Deselecting Enable Host Monitoring when performing network maintenance will prevent vSphere HA from unnecessarily triggering network isolation or network partition responses.
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Configuring vSphere High Availability
 

After vSphere HA is enabled, configuring vSphere HA revolves around several key areas:
 

 

 
	Admission control and admission control policy
 

 
	VM options
 

 
	VM monitoring
 

 
	Datastore heartbeating
 


 

Each of these configuration areas is described in detail in the following sections.
 

Setting the vSphere High Availability Admission Control and Admission Control Policy
 

The vSphere HA Admission Control and Admission Control Policy settings control the behavior of the vSphere HA–enabled cluster with regard to cluster capacity. Specifically, should vSphere HA allow the user to power on more VMs than it has capacity to support in the event of a failure? Or should the cluster prevent more VMs from being powered on than it can actually protect? That is the basis for the admission control — and by extension, the admission control policy — settings.
 

Admission Control has two settings:
 

 

 
	Enable: Disallow VM power-on operations that violate availability constraints.
 

 
	Disable: Allow VM power-on operations that violate availability constraints.
 


 

These options go hand-in-hand with the Admission Control Policy settings, which I’ll explain in a moment. First, though, let’s take a closer look at the Admission Control settings.
 

Consider for a moment that you have a cluster of four identical ESXi hosts. Running on these four ESXi hosts are a bunch of identically configured VMs. These VMs consume a total of 75 percent of the resources in the cluster. This cluster is configured for a single ESXi host failure (I’ll go into more detail on these settings in a bit). Further, let’s say now you want to power on one more VM, and the resource consumption by that VM will push you past the 75 percent resource usage mark. It is at this point that the Admission Control settings will come into play.
 

If Admission Control is set to Enabled, then vSphere HA would block the power-on operation of this additional VM. Why? Because the cluster is already at the limit of the capacity it could support if one of the ESXi hosts in the cluster failed (one host out of our four identical hosts is equal to 25 percent of the cluster’s capacity). Because you’ve told vSphere HA to prevent power-on operations that violate availability constraints, vSphere HA will prevent you from starting more VMs than it has resources to protect. In effect, vSphere HA is guaranteeing you that you’ll always have enough resources to restart all the protected VMs in the event of a failure.
 

If, on the other hand, Admission Control is set to Disabled, then vSphere HA will let you power on VMs until all of the cluster’s resources are allocated. If there is an ESXi host failure at that point, it’s possible that some of the VMs would not be able to be restarted because there are not sufficient resources to power on all the VMs. vSphere HA allowed you to exceed the availability constraints of the cluster.
 


Overcommitment in a vSphere HA–Enabled Cluster

 

When the Admission Control setting is set to allow VMs to be powered on even if they violate availability constraints, you could find yourself in a position where there is more physical memory allocated to VMs than actually exists.

 

This situation, called overcommitment, can lead to poor performance on VMs that become forced to page information from fast RAM out to the slower disk-based swap file. Yes, your VMs will start, but after the host gets maxed out, the whole system and all VMs will slow down dramatically. This will increase the amount of time that HA will need to recover the VMs. What should have been a 20- to 30-minute recovery could end up being an hour or even more. Refer to Chapter 11, “Managing Resource Allocation,” for more details on resource allocation and how vSphere handles memory overcommitment.

 




 

You should be able to see now how integral the Admission Control Policy settings are to the behavior of Admission Control. When Admission Control is enabled, the Admission Control Policy settings control its behavior by determining how many resources need to be reserved and the limit that the cluster can handle and still be able to tolerate failure.
 

The Admission Control Policy settings are illustrated in Figure 7.18.
 


Figure 7.18 The Admission Control Policy settings will determine how a vSphere HA–enabled cluster determines availability constraints.
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There are three options for the Admission Control Policy:
 

 

 
	The first option, Host Failures The Cluster Tolerates, allows you to specify how many host failures the cluster should be configured to withstand. Because the ESXi hosts may have different amounts of RAM and/or CPU capacity and because the VMs in the cluster may have different levels of resource allocation, vSphere HA uses the idea of a slot to calculate the capacity of the cluster. I’ll discuss slots in more detail in just a moment.
 

 
	The second option, Percentage Of Cluster Resources Reserved As Failover Spare Capacity, allows you to specify a percentage of the cluster’s total resources that should be used for spare capacity in the event of a failure. You can specify different percentages for CPU and memory. The availability constraints are established by simply calculating the specified percentage of the cluster’s total available resources.
 

 
	The third option, Specify Failover Hosts, allows you to specify one or more ESXi hosts as failover hosts. These hosts are used as spare capacity, and in the event of a failure, vSphere HA will use these hosts to restart VMs.
 


 


Be Careful about Using Failover Hosts

 

When you select an ESXi host as a vSphere HA failover host, it’s almost like putting that host into Maintenance mode. vSphere DRS, which I’ll describe in more detail in Chapter 12, “Balancing Resource Utilization,” won’t place VMs here at startup and won’t consider these hosts in its load-balancing calculations. You can’t manually power on VMs on the failover host(s), either. These hosts are truly set aside as spare capacity.

 




 

For the most part, the Admission Control Policy settings are pretty easy to understand. The one part that can be confusing at times is the idea of a slot and a slot size, which is used by vSphere HA when the Admission Control Policy is set to Host Failures The Cluster Tolerates.
 

Why slots and slot sizes? vSphere HA uses slots and slot sizes because the ESXi hosts in the cluster might have different configurations: one host might have 8 CPU cores and 24 GB of RAM, while another host might have 12 CPU cores and 48 GB of RAM. Similarly, the VMs in the cluster are likely to have different resource configurations. One VM might need 4 GB of RAM, but another VM might require 8 GB of RAM. Some VMs will have 1 vCPU and other VMs will have 2 or even 4 vCPUs. Because vSphere doesn’t know in advance which host will fail and which VMs will be affected by that failure (naturally), vSphere HA needed a way to establish a “least common denominator” to express the overall capacity of the cluster. Once that overall capacity of the cluster can be expressed, vSphere HA can set aside the appropriate amount of resources to protect against the configured number of host failures.
 

Here’s how slots and slot sizes work. First, vSphere HA examines all the VMs in the cluster to determine the largest values for reserved memory and reserved CPU. For example, if one of the VMs in the cluster has a 2 GB memory reservation but all others do not have a memory reservation, vSphere HA will use 2 GB as the value to use for calculating slots based on memory. In the same fashion, if one VM has a reservation for 2 GHz of CPU capacity but all the other VMs don’t have any reservation value, it will use 2 GHz as the value. Basically, vSphere HA constructs the least common denominator as a VM with the largest memory reservation and the largest CPU reservation.
 


What If There Are No Reservations?

 

vSphere HA uses reservations, described in Chapter 11, to calculate the slot size. If no VMs have reservations for CPU or memory, vSphere will use the default value of 32 MHz for CPU to calculate slot size. For memory, vSphere HA will use the largest memory overhead value when calculating the slot size.

 




 

Once it has constructed the least common denominator, vSphere HA then calculates the total number of slots that each ESXi host in the cluster could support. Then it determines how many slots the cluster could support if the host with the largest number of slots were to fail (a worst-case scenario). vSphere HA performs these calculations and comparisons for both CPU and memory and then uses the most restrictive result. If vSphere HA calculated 50 slots for memory and 100 slots for CPU, then 50 is the number vSphere HA uses. VMs are then assigned to the slots to determine how many slots are used and how many slots are free, and Admission Control uses this to determine whether additional VMs can be powered on (enough slots remain) or cannot be powered on (not enough slots are available).
 

The slot-size calculation algorithm just described can result in unexpected settings when you have an unbalanced cluster. An unbalanced cluster is a cluster with dramatically different ESXi hosts included in the cluster, such as a host with 12 GB of RAM along with an ESXi host with 96 GB of RAM in the same cluster. You might also have an unbalanced cluster if you have dramatically different resource reservations assigned to VMs in the cluster (for example, one VM with an 8 GB memory reservation while all the other VMs use much less than that). While you can fine-tune the behavior of the vSphere HA slot-calculation mechanism using advanced settings, it’s generally not recommended. For these situations, you have a couple of options:
 

 

 
	You could place similarly sized VMs (or similarly sized hosts) in their own cluster.
 

 
	You could use percentage-based availability constraints (via the Percentage Of Cluster Resources Reserved As Failover Spare Capacity setting) instead of host failures or failover hosts.
 


 

Using reservations on resource pools might be another way to help alleviate the impact to slot size calculations, if the reservations are necessary. Refer to Chapter 11 for more details on both reservations and resource pools.
 

The next major area of configuration for vSphere HA is VM options.
 

Configuring vSphere High Availability VM Options
 

Figure 7.19 shows the VM options that are available to control the behavior of VMs for vSphere HA. Two VM options are available for administrators to configure: VM Restart Priority and Host Isolation Response. Both options are configurable as a cluster default setting as well as a per-VM setting.
 


Figure 7.19 You can define cluster default VM options as well as per-VM options to customize the behavior of vSphere HA.
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vSphere High Availability VM Restart Priority
 

Not all VMs are equal. Some VMs are more important or more critical and require higher priority when ensuring availability. When an ESXi host experiences failure and the remaining cluster nodes are tasked by vSphere HA with bringing VMs back online, they have a finite amount of resources to fill before there are no more resources to allocate to VMs that need to be powered on. This is especially true when Admission Control is set to Disabled, allowing more VMs to be powered on than the cluster could support given a failure. Rather than leave important VMs to chance, a vSphere HA–enabled cluster allows for the prioritization of VMs through VM Restart Priority.
 

The VM Restart Priority options for VMs in a vSphere HA–enabled cluster include Low, Medium, High, and Disabled. For those VMs that should be brought up first, the Restart Priority should be set to High. For those VMs that should be brought up if resources are available, the Restart Priority can be set to Medium or Low. For those VMs that will not be missed for a period of time and should not be brought online during the period of reduced resource availability, the Restart Priority should be set to Disabled. You can define a default restart priority for the entire cluster as well as define a per-VM restart priority. Figure 7.20 shows the VM Restart Priority set to Medium for the cluster and set to other levels for a few other VMs based on their importance to the organization.
 


Figure 7.20 Use the per-VM VM Restart Priority setting to specify which VMs should be restarted first or ignored entirely.
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The restart priority is put into place only for the VMs running on the ESXi hosts that experience an unexpected failure. VMs running on hosts that have not failed are not affected by the restart priority. It is possible then that VMs configured with a restart priority of High might not be powered on by vSphere HA because of limited resources, which are in part because of lower-priority VMs that continue to run (again, only if Admission Control was set to Disabled). For example, as shown in Figure 7.21, the ESXi host pod-1-blade-5 hosts four VMs with a priority of High and four other VMs with priority values of Medium or Low. Meanwhile, pod-1-blade-6 and pod-1-blade-7 together hold 13 VMs, but of those VMs only two are considered of High priority. When pod-1-blade-5 fails, the FDM master host in the cluster will begin powering the VMs with a High priority. If vSphere DRS is enabled, the VMs will be automatically placed on one of the surviving hosts. However, assume there were only enough resources to power on three of the four VMs with High priority. That leaves a High-priority VM powered off while all other VMs of Medium and Low priorities continue to run on the remaining hosts.
 


Figure 7.21 High-priority VMs from a failed ESXi host might not be powered on because of a lack of resources — resources consumed by VMs with a lower priority that are running on the other hosts in a vSphere HA–enabled cluster.
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At this point in the vSphere product suite, you can still manually remedy this imbalance. Any business continuity plan in a virtual environment built on vSphere should include a contingency plan that identifies VMs to be powered off to make resources available for those VMs with higher priority because of the network services they provide. If the budget allows, construct the vSphere HA cluster to ensure that there are ample resources to cover the needs of the critical VMs, even in times of reduced computing capacity. You can enforce guaranteed resource availability for restarting VMs by setting Admission Control to Enabled, as described previously in the section “Setting the vSphere High Availability Admission Control and Admission Control Policy.”
 

vSphere High Availability Isolation Response
 

Previously, I introduced FDM as the underpinning for vSphere HA and how it uses the ESXi management network to communicate between the master host and all connected slave hosts. When the vSphere HA master is no longer receiving status updates from a slave host, then the master assumes that host has failed and instructs the other connected slave hosts to spring into action to power on all the VMs that the missing node was running.
 

But what if the node with the missing heartbeat was not really missing? What if the heartbeat was missing, but the node was still running? This is the scenario I described in the section “Understanding vSphere HA’s Underpinnings” when I discussed the idea of network isolation. When an ESXi host in a vSphere HA–enabled cluster is isolated — that is, it cannot communicate with the master host nor can it communicate with any other ESXi hosts or any other network devices — then the ESXi host triggers the isolation response configured in the dialog box shown in Figure 7.19. The default isolation response is Leave Powered On. You can change this setting (generally not recommended) either for the entire cluster (by changing the Cluster Default Settings for Host Isolation Response) or for one or more specific VMs.
 

Because vSphere HA uses both the ESXi management network as well as connected datastores (via datastore heartbeating) to communicate, network isolation is handled a bit differently in vSphere 5 than in previous versions of vSphere. In previous versions of vSphere, when a host was isolated it would automatically trigger the configured isolation response. A host considered itself isolated when it was not receiving heartbeats from any other hosts and when it could not reach the isolation address (by default, the default gateway on the management network).
 

With vSphere 5, the process for determining if a host is isolated is only slightly different. A host that is the master is looking for communication from its slave hosts; a host that is running as a slave is looking for updates from the master host. In either case, if the master or slave is not receiving any vSphere HA network heartbeat information, it will then attempt to contact the isolation address (by default, the default gateway on the management network). If it can reach the default gateway, then the ESXi host considers itself to be in a network partition state and reacts as described in the section titled “Understanding vSphere HA’s Underpinnings.” If the host can’t reach the isolation address, then it considers itself isolated. Here is where vSphere 5’s behavior diverges from the behavior of previous versions.
 

At this point, an ESXi host that has determined it is network-isolated will modify a special bit in the binary host-X-poweron file on all datastores that are configured for datastore heartbeating (more on that in the section titled “Setting vSphere High Availability Datastore Heartbeating”). The master sees that this bit, used to denote isolation, has been set and is therefore notified that this slave host has been isolated. When a master sees that a slave has been isolated, the master locks another file used by vSphere HA on the heartbeat datastore. When the isolated node sees that this file has been locked by a master, it knows that the master is assuming responsibility for restarting the VMs — remember that only a master can restart VMs — and the isolated host is then free to execute the configured isolation response. Therefore, even if the isolation response is set to Shut Down or Power Off, that action won’t take place until the isolated slave has confirmed, via the datastore heartbeating structures, that a master has assumed responsibility for restarting the VMs.
 

The question still remains, though: should I change the Host Isolation Response setting?
 

The answer to this question is highly dependent on the virtual and physical network infrastructures in place. Let’s look at a couple of examples.
 

Let’s say we have a host in which both the ESXi management network and the VM networks are connected to the same virtual switch bound to a single network adapter (clearly not a generally recommended configuration). In this case, when the cable for the uplink on this vSwitch is unplugged, communication to the ESXi management network and every VM on that computer is lost. The solution, then, should be to shut down the VMs. When an ESXi host determines it is isolated and has confirmed that a master host has assumed responsibility for restarting the VMs, it can execute the isolation response so that the VMs can be restarted on another host with full network connectivity.
 

A more realistic example might be a situation in which a single vSwitch has two uplinks, but both uplinks go to the same physical switch. If this vSwitch hosts both the ESXi management and VM networks, then the loss of that physical switch means that both management traffic and VM traffic have been interrupted. Setting the Host Isolation Response to Shut Down would allow vSphere HA to restart those VMs on another ESXi host and restore connectivity to the VMs.
 

However, a network configuration that employs multiple uplinks, multiple vSwitches, and multiple physical switches, as shown in Figure 7.22, should probably leave the Host Isolation Response set to Leave Powered On, because it’s unlikely that a network isolation event would also leave the VMs on that host inaccessible.
 


Configuring the Isolation Response Address

 

In some highly secure virtual environments, management access is limited to a single, non-routed management network. In these cases, the security plan calls for the elimination of the default gateway on the ESXi management network. The idea is to lock the ESXi management network onto the local subnet, thus preventing any type of remote network access to the management interfaces. The disadvantage, as you might have guessed, is that without a default gateway IP address configured for the management network, there is no isolation address to ping as a determination of network isolation status.

 

It is possible, however, to customize the isolation response address for scenarios just like this. The IP address can be any IP address but should be an IP address that is not going to be unavailable or taken from the network at any time.

 

Perform the following steps to define a custom isolation response address:

 


1. Use the vSphere Client to connect to a vCenter Server instance.

 

2. Open the Hosts And Clusters View, right-click an existing cluster, and select the Edit Settings option.

 

3. Click the vSphere HA node.

 

4. Click the Advanced Options button.

 

5. Enter das.isolationaddress in the Option column in the Advanced Options (HA) dialog box.

 

6. Enter the IP address to be used as the isolation response address for ESXi hosts that cannot communicate with the FDM master host.

 

7. Click the OK button twice.

 



 

This interface can also be configured with the following options: 
 

 
	das.isolationaddress1: To specify the first address to try
 

 
	das.isolationaddress2: To specify the second address to try
 

 
	das.AllowNetwork: To specify a different port group to use for HA heartbeat
 



 


 




 


Figure 7.22 The option to leave VMs running when a host is isolated should be set only when the virtual and the physical networking infrastructures support high availability.
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So far, you’ve only seen how vSphere HA handles ESXi host failures. In the next section, I’ll show you how you can use vSphere HA to help protect against guest OS and application failures as well.
 

Configuring vSphere High Availability VM Monitoring
 

In addition to monitoring for ESXi host failures and reacting accordingly, vSphere HA has the ability to look for guest OS and application failures. When a failure is detected, vSphere HA can restart the VM. Figure 7.23 shows the area of the Edit Cluster dialog box where you configure this behavior.
 


Figure 7.23 You can configure vSphere HA to monitor for guest OS and application heartbeats and restart a VM when a failure occurs.
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The foundation for this functionality is built into the VMware Tools, which I’ll describe in greater detail in Chapter 9. The VMware Tools provide a series of heartbeats from the guest OS up to the ESXi host on which that VM is running. By monitoring these heartbeats in conjunction with disk and network I/O activity, vSphere HA can attempt to determine if the guest OS has failed. If there are no VMware Tools heartbeats, no disk I/O, and no network I/O for a period of time, then vSphere HA — if VM Monitoring is enabled — will restart the VM under the assumption that the guest OS has failed. To help with troubleshooting, vSphere also takes a screenshot of the VM’s console right before vSphere HA restarts the VM. This might help capture any sort of diagnostic information, such as a kernel dump or blue-screen STOP error for Windows-based systems.
 

vSphere HA also has application monitoring. This functionality requires third-party software to take advantage of APIs built into VMware Tools to provide application-specific heartbeats to vSphere HA. By leveraging these APIs, third-party software developers can further extend the functionality of vSphere HA to protect against the failure of specific applications.
 


Symantec AppHA

 

At the time of writing, the only product known to take advantage of the vSphere HA application-monitoring APIs is Symantec AppHA. AppHA enables application-specific functionality, such as restarting individual applications within the guest OS.

 




 

To enable VM or application monitoring, simply select the desired level of protection from the VM Monitoring drop-down list shown in Figure 7.23.
 

If you have enabled VM or application monitoring, you can then adjust the monitoring sensitivity. This slider bar controls how often vSphere HA will restart a VM based on a loss of VMware Tools heartbeats and a lack of disk and network I/O traffic. The slider bar also controls the failure window before which vSphere HA will restart a VM again after a maximum number of failures. Table 7.2 shows the values set by each position on the slider.
 

Table 7.2 VM monitoring sensitivity settings
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Here’s how to read this information:
 

 

 
	Failure Interval: If vSphere HA doesn’t detect any VMware Tools heartbeats, disk I/O, or network I/O within this time frame, it will consider the VM failed and will restart the VM.
 

 
	Maximum Failures: This is the maximum number of times vSphere HA will restart a VM within the specified failure window. If Maximum Failures is set at 3 and a VM is marked as failed a fourth time within the specified failure window, it will not be automatically restarted. This prevents vSphere HA from endlessly restarting problematic VMs.
 

 
	Failure Window: vSphere will only restart the VM a maximum number of times (Maximum Failures) within this time frame. If more failures occur within this period of time, the VM is not restarted.
 


 

If these predefined options aren’t sufficient, you can select Custom and specify your own values for Failure Interval, Minimum Uptime (a value not exposed with the predefined settings), Maximum Per-VM Resets (Maximum Failures), and Maximum Resets Time Window (Failure Window). Figure 7.24 shows a custom VM Monitoring sensitivity configuration.
 


Figure 7.24 The Custom option provides specific control over how vSphere HA monitors VMs for guest OS failure.
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As with other areas of vSphere HA, you also have the option of configuring per-VM monitoring settings. This allows you, on a per-VM basis, to enable or disable VM monitoring and application monitoring sensitivity levels. Thus, if you need VM monitoring for only a few VMs, you can define a default cluster setting and then configure the exceptions accordingly.
 

The last configuration area for vSphere HA is datastore heartbeating, a new feature in vSphere 5.
 

Setting vSphere High Availability Datastore Heartbeating
 

Datastore heartbeating is part of the new functionality found in vSphere HA in vSphere 5. By communicating through shared datastores when the ESXi management network is not available, vSphere HA provides greater protection against outages due to network partition or network isolation.
 

This part of the vSphere HA configuration allows you to specify which datastores should be used by vSphere HA for heartbeating. Figure 7.25 shows the Datastore Heartbeating section of the Edit Cluster dialog box.
 


Figure 7.25 Select the shared datastores that vSphere HA should use for datastore heartbeating.
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vSphere HA provides three different settings for how the administrator can influence the selection of datastores for heartbeating:
 

 

 
	The first option, Select Only From My Preferred Datastores, constrains vSphere HA to using only those datastores selected from the list of datastores. If one of those datastores becomes unavailable for whatever reason, vSphere HA will not perform heartbeating through a different datastore.
 

 
	The second option, Select Any Of The Cluster Datastores, disables the selection of datastores from the list. With this option, any cluster datastore could be used by vSphere HA for heartbeating.
 

 
	The last option is Select Any Of The Cluster Datastores Taking Into Account My Preferences. This is a bit of a blend of the previous two options. With this option, the administrator selects the preferred datastores that vSphere HA should use. vSphere HA chooses from among the datastores in that list. If one of the datastores becomes unavailable, vSphere HA will choose a different datastore, until none of the preferred datastores are available. At that point it will choose any available cluster datastore.
 


 

The last option is probably the most flexible, but how would you know which datastores were being used by vSphere HA? In the next section, “Managing vSphere High Availability,” I’ll show you how to tell which datastores vSphere HA is actually using for datastore heartbeating, as well as how to determine the slot size, see any cluster configuration issues, and gather information on the total number of protected and unprotected VMs.
 

Managing vSphere High Availability
 

Much of what vSphere HA does is calculated automatically: things like slot size, total number of slots, selection of hosts for datastore heartbeating, and the selection of master/slave role by FDM are just a few examples. Without proper exposure of these values, it would be difficult for administrators to properly manage vSphere HA and its operation. Fortunately, VMware included information about vSphere HA in the vSphere Client to help make it easier to manage vSphere HA.
 

Some of the information is pretty easy to find. For example, the Summary tab of an ESXi host in a vSphere HA–enabled cluster will show the master/slave status, as shown in Figure 7.13.
 

Similarly, the protected/unprotected status of a VM — indicating that the vSphere HA master has recognized that the VM has been powered on and has taken responsibility for restarting it in the event of a failure — is also noted on the Summary tab of a VM. You can see this in Figure 7.26.
 


Figure 7.26 This VM is currently listed as Unprotected by vSphere HA. This may be because the master has not yet been notified by vCenter Server that the VM has been powered on and needs to be protected.
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However, other pieces of information about vSphere HA are not quite so readily apparent. For example, on the Summary tab of a vSphere HA–enabled cluster in the section labeled vSphere HA, there are three unassuming hyperlinks. Let’s take a look at each of these links and see what information they reveal about vSphere HA.
 

Clicking the first link, Advanced Runtime Info, displays the dialog box shown in Figure 7.27. As you can see in the figure, this dialog box exposes the vSphere HA calculations for slot size, total slots in cluster, used slots, available slots, and failover slots. This is very useful information to have. If you have Admission Control set to Enabled and aren’t able to power on VMs that you think you should be able to power on, checking this dialog box for the slot size might reveal that the slot size is something very different that what you were expecting.
 


Figure 7.27 The vSphere HA Advanced Runtime Info dialog box holds a wealth of information about vSphere HA and its operation.
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The second hyperlink, Cluster Status, reveals the dialog box shown in Figure 7.28. The vSphere HA Cluster Status dialog box has three tabs of information about vSphere HA:
 

 

 
	The Hosts tab lists the current vSphere HA master and the number of slave hosts connected to the master host. Although the vSphere HA master status is also displayed on the Summary tab for an ESXi host, using this dialog box might be easier and faster for clusters with a large number of hosts.
 

 
	The VMs tab shows the current number of protected and unprotected VMs. This gives you a quick “at a glance” protection summary and is a fast way to determine how many, if any, VMs are unprotected by vSphere HA.
 

 
	The Heartbeat Datastores tab shows which datastores are currently being used by vSphere HA for heartbeating. If you haven’t explicitly defined which datastore can or should be used, this is where you can tell which datastores were selected by vSphere HA for heartbeating.
 


 


Figure 7.28 The current vSphere HA master, the number of protected and unprotected VMs, and the datastores used for heartbeating are some of the pieces of information exposed in the vSphere HA Cluster Status dialog box.
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The third and final link, Configuration Issues, displays the Cluster Configuration Issues dialog box. Figure 7.29 shows an example Cluster Configuration Issues dialog box.
 


Figure 7.29 The Cluster Configuration Issues dialog box shows that this particular cluster has exceeded its configured failover capacity.
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In the Cluster Configuration Issues dialog box, vSphere HA will display any configuration issues. For example, if the cluster has exceeded the configured failover capacity, like Cluster-1 shown in Figure 7.29, that will be displayed in the Cluster Configuration Issues dialog box. You might also see warnings about management network redundancy (if the ESXi management network isn’t redundant and protected against single points of failure). Based on the issues displayed here, you can take the appropriate action to correct the problem or potential problem.
 

vSphere HA is a powerful feature, and I highly recommend its use in every vSphere implementation. However, vSphere HA does rely on restarting VMs in order to provide that level of high availability. What if there are applications for which you need a higher level of availability? vSphere offers that functionality with vSphere Fault Tolerance (FT). Based on VMware’s vLockstep technology, vSphere FT provides zero downtime, zero data loss, and continuous availability for your applications.
 

That sounds pretty impressive, doesn’t it? But how does it work? That’s the focus of the next section.
 

Implementing vSphere Fault Tolerance
 

vSphere Fault Tolerance (FT) is the evolution of “continuous availability” that works by utilizing VMware vLockstep technology to keep a primary machine and a secondary machine in a virtual lockstep. This virtual lockstep is based on the record/playback technology that VMware introduced in VMware Workstation in 2006. vSphere FT will stream data that will be recorded (only nondeterministic events are recorded), and the replay will occur deterministically. By doing it this way, VMware has created a process that matches instruction for instruction and memory for memory to get identical results.
 

Deterministic means that the computer processor will execute the same instruction stream on the secondary VM so as to end up in the same state as the primary VM. On the other hand, nondeterministic events are functions, such as network/disk/keyboard I/O, as well as hardware interrupts. So, the record process will take the data stream, and the playback will perform all the keyboard actions and mouse clicks. It is pretty slick to move the mouse on the primary VM and see it also move on the secondary VM.
 

Before I show you how to enable vSphere FT for a VM, I need to cover some requirements in order to use vSphere FT. Because vSphere FT is matching instruction for instruction and memory for memory to create two identical VMs running on two different ESXi hosts, there are some fairly stringent requirements for vSphere FT. These requirements exist at three levels: at a cluster level, at a host level, and finally at a VM level.
 

vSphere FT has the following requirements at a cluster level:
 

 

 
	Host certificate checking must be enabled. This is the default for vCenter Server 4.1 and later, but if you upgraded from an earlier version of vCenter Server, you might need to enable this functionality.
 

 
	The cluster must have at least two ESXi hosts running the same FT version or build number. The FT version is displayed in the Fault Tolerance section of the ESXi host’s Summary tab.
 

 
	vSphere HA must be enabled on the cluster. vSphere HA must be enabled before you can power on vSphere FT–enabled VMs.
 

 
	VMware EVC must be enabled if you want to use vSphere FT in conjunction with vSphere DRS. Otherwise, vSphere DRS will be disabled on any vSphere FT–enabled VMs.
 


 

In addition, vSphere FT has the following requirements on each ESXi host:
 

 

 
	The ESXi hosts must have access to the same datastores and networks.
 

 
	The ESXi hosts must have a Fault Tolerance logging network connection configured. This vSphere FT logging network requires at least Gigabit Ethernet connectivity, and 10 Gigabit Ethernet is recommended. Although VMware calls for dedicated vSphere FT logging NICs, NICs can be shared with other functions if necessary.
 

 
	The hosts must have CPUs that are vSphere FT compatible.
 

 
	Hosts must be licensed for vSphere FT.
 

 
	Hardware Virtualization (HV) must be enabled in the ESXi host’s BIOS in order to enable CPU support for vSphere FT.
 


 

Finally, vSphere FT has the following requirements on any VM that is to be protected using vSphere FT:
 

 

 
	Only VMs with a single vCPU are supported with vSphere FT. VMs with more than one vCPU are not compatible with vSphere FT.
 

 
	VMs must be running a supported guest OS.
 

 
	VM files must be stored on shared storage that is accessible to all applicable ESXi hosts. vSphere FT supports Fibre Channel, FCoE, iSCSI, and NFS for shared storage.
 

 
	A VM’s virtual disks must be in thick provisioned (eagerzeroedthick) format or a Virtual mode RDM. Physical mode RDMs are not supported.
 

 
	The VM must not have any snapshots. You must remove or commit snapshots before you can enable vSphere FT for a VM.
 

 
	The VM must not be a linked clone.
 

 
	The VM cannot have any USB devices, sound devices, serial ports, or parallel ports in its configuration. Remove these items from the VM configuration before attempting to enable vSphere FT.
 

 
	The VM cannot use N_Port ID Virtualization (NPIV).
 

 
	Nested page tables/extended page tables (NPT/EPT) are not supported. vSphere FT will disable NPT/EPT on VMs for which vSphere FT is enabled.
 

 
	The VM cannot use NIC passthrough or the older vlance network drivers. Turn off NIC passthrough and update the networking drivers to vmxnet2, vmxnet3, or E1000.
 

 
	The VM cannot have CD-ROM or floppy devices backed by a physical or remote device. You’ll need to disconnect these devices or configure them to point to an ISO or FLP image on a shared datastore.
 

 
	The VM cannot use a paravirtualized kernel. Turn off paravirtualization in order to use vSphere FT.
 


 

As you can see, vSphere FT has some fairly stringent requirements in order to be properly supported.
 

vSphere FT also introduces some operational changes that must be taken into account as well:
 

 

 
	It is recommended that power management (also known as power capping) be turned off in the BIOS of any ESXi host that will participate in vSphere FT. This helps ensure uniformity in the CPU speeds of the ESXi hosts in the cluster.
 

 
	While you can use vMotion with a vSphere FT–protected VM, you cannot use Storage vMotion. By extension, this means that vSphere FT–protected VMs cannot take advantage of Storage DRS. To use Storage vMotion, you must first turn off vSphere FT.
 

 
	Hot-plugging devices is not supported, so you cannot make any virtual hardware changes when a vSphere FT–protected VM is powered on.
 


 


No Hardware Changes Includes No Network Changes

 

Changing the settings of a virtual network card while a VM is running requires that the network card be unplugged and then plugged back in. As a result, you can’t make changes to virtual network cards while vSphere FT is running.

 




 

 

 
	Because snapshots aren’t supported with vSphere FT, you can’t back up VMs using any backup methodology that relies on snapshots. This includes any backup solution that leverages the vSphere Storage API for Data Protection as well as VMware Data Recovery. To back up a vSphere FT–enabled VM with one of these tools, you must first disable vSphere FT.
 


 

Be sure to keep these operational constraints in mind when deciding where and how to use vSphere FT in your environment.
 

Now you’re ready to actually enable vSphere FT on a VM. Perform the following steps to enable vSphere FT:
 


1. If the vSphere Client is not already running, launch it and connect to a vCenter Server instance. vSphere FT is available only when using vCenter Server.


2. Navigate to the Hosts And Clusters or VMs And Templates inventory view. Right-click a running VM and then select Fault Tolerance → Turn On Fault Tolerance, as shown in Figure 7.30.



Error Message about “Incorrect Monitor Mode” When Enabling vSphere Fault Tolerance

 

If you receive an error message when attempting to enable vSphere FT for a running VM and the error message mentions an “incorrect monitor mode,” this is probably because your specific CPU family can enable vSphere FT for VMs only when they are powered down. Certain CPU families — most notably, the Intel “Nehalem” or Xeon 55xx series of CPUs — aren’t able to enable vSphere FT when the VM is powered on. The workaround is to power the VM off and then enable vSphere FT.

 




 

3. A pop-up message appears to warn you that enabling vSphere FT will result in several changes. First, all virtual disks will be converted to Thick Provision Eager Zeroed disks, also called eagerzeroedthick disks (virtual disks with all blocks zeroed out ahead of time). Second, vSphere DRS will be disabled for this VM if VMware EVC is not enabled on the cluster. Third, the memory reservation for this VM will be set equal to the configured memory of the VM, as shown in Figure 7.31. Click Yes to turn on vSphere FT for the selected VM.



Will vSphere Fault Tolerance Disable vSphere Distributed Resource Scheduler for a VM?

 

If VMware EVC is not enabled on the cluster, then vSphere FT will disable DRS for the selected VM when vSphere FT is enabled. If VMware EVC is enabled, then vSphere 5 supports the use of vSphere DRS in conjunction with vSphere FT.

 




 

4. After you have selected to enable vSphere FT, the creation task begins, as shown in Figure 7.32.


If the VM’s virtual disks were not already in the Thick Provision Eager Zeroed format, those disks will be converted. Depending on the size of the virtual disks, this might take quite some time.

 

5. Once the process is complete, the VM’s icon in the inventory tree will change. Figure 7.33 shows a VM that has been enabled for vSphere FT.




 


Figure 7.30 You can turn on vSphere FT from the context menu for a VM.
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Figure 7.31 Several other configuration changes are enforced when you activate vSphere FT on a VM.
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Figure 7.32 vSphere FT must convert existing virtual disks to Thick Provision (eagerzeroedthick) format.
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Figure 7.33 The dark blue VM icon indicates that vSphere FT is enabled for this VM.
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And that’s it. It is literally that simple — at least on the surface.
 

Behind the scenes, after vSphere FT is turned on, vCenter Server will initiate the creation of the secondary VM by using a special type of vMotion. Both the primary and secondary VMs will share a common disk between them, and using VMware vLockstep, vSphere FT will then be able to keep the VMs in sync. vSphere FT uses a network connection between the ESXi hosts to keep the primary and secondary VMs in sync (recall from my earlier discussion of requirements that the ESXi hosts must have a Fault Tolerance logging connection established; Chapter 5 provides more detail on how to configure this network connection). Only the primary VM will respond to other systems across the network, which leaves the secondary VM a silent partner. You can almost compare this to active/passive cluster configuration in that only one node owns the shared network at a time. When the ESXi host supporting the primary VM fails, the secondary VM takes over immediately with no break in network connection. A reverse ARP is sent to the physical switch to notify the network of the new location of the VM. Does that sound familiar? It is exactly what vMotion does when the VM switches to a new host. Once the secondary VM becomes the primary, the creation of the new secondary VM is repeated until the sync is locked. After the sync is locked, as shown in Figure 7.34, you’ll see green icons.
 


Figure 7.34 The vSphere Client shows vSphere FT status information in the Fault Tolerance area on the Summary tab of a VM.
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Once you’ve met the requirements, there isn’t any configuration to vSphere FT after you’ve enabled it.
 

Before wrapping up this discussion of vSphere FT, I want to discuss using vSphere FT in conjunction with vSphere HA and vSphere DRS. I’ll start with vSphere FT and vSphere HA together.
 

Using vSphere Fault Tolerance with vSphere High Availability
 

vSphere FT works in conjunction with vSphere HA. Recall that vSphere HA must be enabled on both the cluster and the VM in order to enable vSphere FT. As I mentioned previously, if the ESXi host where the primary VM is running fails, the secondary VM takes over and a new secondary VM is created automatically to ensure protection. But what happens if there are multiple host failures?
 

In the event of multiple host failure, vSphere HA will restart the primary VM. vSphere FT will then re-create the secondary VM again on another host to ensure protection.
 

In the case of a guest OS failure, vSphere FT will take no action because, as far as FT is concerned, the VMs are in sync. Both VMs will fail at the same time and place. vSphere HA VM monitoring — if enabled — can detect the failure in the primary and restart it, and the secondary creation process will start again. Have you noticed a pattern about the secondary VMs? After the sync has failed, the secondary machine is always re-created. This helps avoid any potential split-brain issues with vSphere FT.
 


One OS Image versus Two OS Images

 

vSphere FT’s behavior when it comes to guest OS failure is misunderstood by many people. If the guest OS in the primary VM crashes, the guest OS in the secondary VM is also going to crash. While these appear to be two separate guest OS instances, they are really one synchronized guest OS instance running in lockstep on two different ESXi hosts. A failure in one will mean a failure in both.

 

This is markedly different from traditional guest OS clustering solutions, which rely on two separate and distinct guest OS instances. If one of the guest OS instances fails, the other instance is still up and running and can take over for the failed instance. Microsoft Windows Failover Clustering is one example of this sort of configuration.

 

Understanding these differences between guest OS clustering and vSphere FT will help you choose the right high-availability mechanism for your particular application and needs.

 




 

Using vSphere Fault Tolerance with vSphere Distributed Resource Scheduler
 

vSphere FT can also interoperate and integrate with vSphere DRS. However, it requires the use of VMware EVC in order for this interoperability and integration to function properly.
 

When VMware EVC is enabled at the cluster level, vSphere FT can also take advantage of vSphere DRS. When VMware EVC is enabled and vSphere DRS is enabled and set to fully automated, vSphere DRS will make the initial placement recommendations for the fault-tolerant VMs, will include the fault-tolerant VMs during cluster rebalancing calculations and operations, and will allow you to assign a vSphere DRS automation level to the primary VM (the secondary VM assumes the same setting as the primary VM).
 

Without EVC, vSphere DRS is set to Disabled for the fault-tolerant VMs, initial placement is provided only for the secondary VM, and neither of the fault-tolerant VMs is included in cluster rebalancing calculations or operations.
 

Examining vSphere Fault Tolerance Use Cases
 

vSphere FT is not designed or meant to be run on all your VMs. You should use this service sparingly and take this form of fault tolerance only for your most important VMs. Suggested general guidelines recommend that there be no more than four to eight vSphere FT–protected VMs — primary or secondary — on any single ESXi host. Your mileage will vary, so be cautious in your own environment. Remember, once you have primary and secondary VMs locked and in sync, you will be using double the resources for a protected VM.
 

Now that we have looked at a couple of high-availability options, let’s move on to planning and designing for disaster recovery.
 

Planning for Business Continuity
 

High availability is only part of the solution, one component in the bigger picture of business continuity. Business continuity is about ensuring that the business can continue operating in the face of some significant event. High availability deals with business continuity from a fairly narrow perspective: ensuring that the business can continue operating in the event of a physical server failure, an OS or application failure, or a network component failure. There are many more types of failures that you must account for and protect against, but I’ll mention two primary ones here:
 

 

 
	First, you’ll need to protect against the loss of data due to equipment failure, software malfunction, or simple user error (ever deleted something by mistake?).
 

 
	Second, you’ll want to ensure you’ve done the necessary work around planning for disaster recovery, in the event your entire datacenter is rendered unusable or unavailable.
 


 

Most organizations have a policy or a set of policies that define the processes, procedures, tools, and technologies that help address these failure scenarios. As you review the information provided in this section, you’ll want to be sure that any solution you are considering complies with your company’s policy for business continuity. If your company doesn’t yet have a policy for business continuity, now is a great time to create one!
 

In the next two sections, I’ll look at both of these failure scenarios, along with some of the products and technologies that are applicable. First, let’s start with data protection.
 

Providing Data Protection
 

Backups are an essential part of every IT department’s responsibilities, yet they’re often the source of the greatest conflict and frustration. Many organizations hoped that virtualizing would make backups easier, and in some ways it has. In other ways, it has made backups more difficult as well. In this section, I’ll examine the basic methods for backing up VMs and then provide an overview of VMware Data Recovery, a backup solution provided by VMware to help with smaller implementations of vSphere.
 

Examining VM Backup Methods
 

There are two basic methods of backing up VMs in a VMware vSphere environment:
 

 

 
	Running a backup agent of some sort in the guest OS
 

 
	Leveraging vSphere snapshots and the vSphere Storage APIs for Data Protection (more popularly known as VADP)
 


 

While various backup applications might have slight variations, the basic methods remain the same. Each of these methods has its own advantages and disadvantages, and no one solution will be the right fit for all customers.
 

Figure 7.35 illustrates the flow of information when using backup agents inside the guest OS.
 


Figure 7.35 Running backup agents inside the guest OS can provide application- and OS-level integration, but not without some drawbacks.
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As you can see from Figure 7.35, running a backup agent within the guest OS affords you OS-level and application-level awareness and integration. The backup agent can leverage the APIs of the guest OS to integrate with the OS and applications running in the OS (for example, by leveraging the Volume Shadow Copy Service in Microsoft Windows). This allows the backup agent to perform very granular backups, such as specific tables within a SQL database, particular mailboxes in Microsoft Exchange, or a subset of files within a Linux filesystem.
 

However, running backup agents within the guest OS has its drawbacks, too:
 

 

 
	The network traffic typically runs across the network, which can create network bottlenecks. This is especially true if the backup traffic runs across the same network as end user–facing traffic.
 

 
	To avoid bottlenecks with end user–facing traffic, organizations introduced dedicated backup networks. This means more NICs in the ESXi hosts, separate vSwitches, separate physical switches, additional vNICs in the VMs, and additional complexity in the guest OS and the solution as a whole. Separate backup networks can also complicate troubleshooting and operations.
 

 
	The backup agents are individually running in each guest OS instance, so as more and more VMs (and guest OS instances) are consolidated onto physical servers, this creates additional overhead. Given that the overall utilization of the physical hosts was higher anyway because of consolidation, this leaves little headroom for the backup process, which in turn often translates to longer backup windows.
 

 
	Some backup vendors charged a separate license for every installation of the backup agent, which had a negative impact on the financial benefits of virtualization and consolidation.
 


 

Despite these drawbacks, the tight OS- and application-level integration they offer make backup agents the preferred choice in areas where granularity and application integration are paramount.
 

The second primary way that backups are accomplished in the vSphere environment is to operate outside the guest OS. Instead, leverage the snapshot functionality of VMware vSphere to unlock the VM’s virtual disks and then back up the virtual disks directly. When the backup of the virtual disk is complete, commit the snapshot and you’re finished. The framework for driving this process in an automated fashion — so that backup vendors can make it easier to use — is the vSphere Storage APIs for Data Protection.
 

The overall process looks something like this:
 


1. The backup software requests a snapshot of the virtual disks for the VM to be backed up.


2. VMware vSphere creates a snapshot, and all writes to the virtual disks for that VM now start flowing into the delta disks. The base VMDK files are unlocked.


3. The backup application backs up the base VMDK files.


4. When the backup of the base VMDK files is complete, the backup software requests vSphere to commit the snapshot.


5. The writes in the delta disk are committed to the base VMDK, and the snapshot is removed.


6. The process repeats itself for the next VM.




 

VADP not only helps provide a standard interface for backup vendors to use to interact with vSphere for the purpose of backing up VMs, but it also introduces a couple of other useful features. Changed Block Tracking (CBT), for example, allows vSphere and backup applications to track which blocks in a VMDK have changed and back up only those changed blocks. You can consider CBT the VMDK block equivalent of the archive flag in DOS and NTFS.
 

Like in-guest backups, VADP-based backups also have advantages and disadvantages:
 

 

 
	There is generally less processor and memory overhead because there’s no need to run a backup agent inside every guest OS instance. Depending on the environment, this might afford you the ability to achieve a higher consolidation ratio or provide better performance for your workloads.
 

 
	Because there is generally little to no coordination with applications running in the guest OS instances, VADP-based backups typically cannot provide the same level of backup/restore granularity as in-guest backups. There may also be issues ensuring application consistency.
 

 
	Depending on the implementation of the VADP-based backup solution, file-level restores may be difficult. Some of these solutions require that you restore the entire VM and then manually pull out the individual file or files that need to be restored. This is an operational consideration you’ll want to be sure to incorporate in your evaluation.
 


 

Numerous backup vendors leverage VADP to perform VM backups. In fact, VMware itself provides an entry-level backup solution that leverages VADP. That solution is called VMware Data Recovery.
 

Implementing VMware Data Recovery
 

VMware Data Recovery (VDR) is a disk-based backup and recovery solution. This solution fully integrates with vCenter Server to enable centralized and efficient management backup jobs, and it also includes data deduplication. VDR leverages VADP to streamline the process of backing up VMs.
 

So, how does VDR work? VDR is composed of three main components. The first component is the VDR virtual backup appliance that will manage the backup and recovery process. The second component is the user interface plug-in for vCenter Server. The third and last component is the deduplicated destination storage.
 

Using the vCenter Server interface, you pick the VMs that you want to protect. You can then schedule the backup job, configure the data-retention policy, and select the destination disk that the backup will go to. vCenter Server will then send the job information to the VDR virtual backup appliance to start the backup process by initiating the point-in-time snapshots of the protected VM. Like its predecessor, VDR frees up network traffic on the LAN by mounting the snapshot directly to the VDR virtual backup appliance. After the snapshot is mounted, the virtual appliance begins streaming the block-level data directly to the destination storage. It is during this streaming process, before the data gets to the destination disks, that the VDR appliance will deduplicate the data to ensure the redundant data is eliminated. After all the data has been written to the destination disk, the VDR appliance will then dismount the snapshot and apply the snapshot to the VM.
 

Backups are no good if you can’t recover the data, naturally. With VDR, the recovery process is a point-in-time file-level or complete system restoration. The VDR virtual backup appliance will retrieve and stream the specific blocks of data that are needed for the restore. The virtual appliance will efficiently transfer only that data that has changed. This speeds up and streamlines the process. When restoring a single file, or file-level restore, the process is initiated from inside the VM console.
 

In the end, the method you use to provide data protection isn’t what’s important. What’s important is that you do provide data protection for your virtualized datacenter.
 


Using Your Storage Array to Protect Data

 

Many of the storage vendors have started adding the ability to do point-in-time snapshots of the data on the array. The specifics of how the snapshots work will vary from vendor to vendor, and — as with so many other aspects of Information Technology — there are advantages and disadvantages to each approach. The result of this functionality is the ability to hold point-in-time views of your company’s information for a predetermined amount of time. This time frame could be hours, days, weeks, or months depending on the amount of disk you have provided for this. These snapshots can serve as a “first line of defense” in data protection. Here’s an example. Let’s say a VM was deleted by accident. With point-in-time restore, you can dial back in time to right before the VM was deleted. Mount the LUN from that specific moment in time, and restore your VM. Keep in mind, though, that array-based snapshots should not be considered a replacement for more traditional data-protection solutions but rather as a complementary tool designed to work hand in hand with these solutions.

 




 

Recovering from Disasters
 

High availability is only half of the ability to keep your application/systems up in day-to-day operation. The other half is disaster recovery, which is the ability to recover from a catastrophic failure. Hurricane Andrew and Hurricane Katrina demonstrated the importance of having a well-thought-out and well-designed plan in place. They also showed the importance of being able to execute that plan. Datacenters disappeared from the power of these storms, and the datacenters that remained standing and functioning did not stay functioning long when the generators ran out of gas. I believe when Hurricane Katrina came to visit New Orleans, the aftermath drove the point home that businesses need to be prepared.
 

I can remember what life was like before virtualization. The disaster recovery (DR) team would show up, and the remote recovery site was slated with the task of recovering the enterprise in a timely manner. A timely manner back then was at least a few days to build and install the recovery servers and then restore the enterprise from the backup media.
 

Sounds simple, right? Well, in theory, it was supposed to be, but there are always problems that occur during the process. First, during the recovery process, you almost never get to restore your environment at the remote datacenter location to the same make and model that you have running in your current environment. After you restore your data from your backup media, one of the joys is the pretty blue screen that you get because the drivers are different. For the most part, after the restore is finished, you can rerun the installation of the drivers for the recovery servers, but Murphy tends to show up and lay down his law.
 

Second, the restore process itself is another form of literal contention. If your backup strategy is not designed to consider which servers you want to recover first, then during a disaster, when you try to restore and bring up systems based on importance, you will have a lot a time wasted waiting for tape machines to become available. This contention becomes even worse if your backups span more than one tape. Speaking of tapes, it was not uncommon for tapes to become corrupt and unreadable. It was common for backups to be done and the tapes to be sent off site, but the tapes were hardly tested until they were needed. If all goes well, in a few days you might be done, but to be honest, success was sometimes a hard thing to find.
 

That old-school methodology has advanced and has changed the future with it. Now, a majority of data is kept on the SAN, and the data is replicated to another SAN at your remote disaster recovery co-location site. So, your data is waiting for you when it becomes time to recover, which really speeds up the recovery process in general. At first this was an expensive undertaking because only the high-dollar enterprise SANs had this capability. Over the years, though, this is becoming more the standard and is now a must-have in just about any SAN environment.
 

To set up SAN replication, a company would purchase two SANs that would be set up at different locations, and the data would be replicated between the two sites. Many different vendors have replication solutions, and the particulars of these replication solutions vary from vendor to vendor. Some replication solutions use Fibre Channel (or Fibre Channel over IP, FCIP); others use standard TCP/IP connections. Some replication solutions support only that vendor’s storage arrays (like EMC SRDF or NetApp SnapMirror), while other replication solutions support heterogeneous storage environments. Some replication solutions allow for replicated data to be “split off” for other purposes (might be good for backups); others don’t have that functionality.
 

In spite of these differences, all replication solutions fall into one of two very broad buckets:
 

 

 
	Synchronous replication solutions
 

 
	Asynchronous replication solutions
 


 

In synchronous replication solutions, the primary array waits until the secondary array has acknowledged each write before sending a write acknowledgement back to the host, ensuring that the replicated copy of the data is always as current as the primary. This is where the resultant latency comes into play and increases significantly with the distance. This also means that synchronous replication solutions are generally limited in distance in order to keep the latency to a minimum.
 

Asynchronous replication solutions transfer data to the secondary array in chunks and do not wait for a write acknowledgement from the remote array before acknowledging the write to the host. Using this method, the remote copy of the data will never be as current as the primary copy, but this method can replicate data over very long distances (long distances translate into high latencies, generally) and with reduced bandwidth requirements.
 

In a vSphere environment, you can combine SAN replication — synchronous or asynchronous — with VMware Site Recovery Manager (SRM), a workflow automation tool that helps administrators with the task of orchestrating the startup of all the VMs in a datacenter. SRM is a great product but well outside the scope of this book. However, you can refer to the VMware SRM website at www.vmware.com/products/site-recovery-manager/ for more information.
 


vSphere High Availability Failover with Synchronous Replication?

 

Earlier in this chapter I told you that you could not perform HA failover to another site. As a general rule, this is true — even with synchronous SAN replication. Although synchronous SAN replication ensures the data in the remote site is always up to date, every traditional replication product on the market today marks the replication target as read only. This means that you can’t failover via vSphere HA, because the target datastore is read only. As new solutions are brought to market that enable read/write access to storage in multiple locations at the same time, this ability becomes a reality.

 




 

In this chapter, I explained that high availability is for increasing uptime, and business continuity is about ensuring the business can continue in the event of a significant adverse event. The bottom line, to be blunt, is that you’d better have both in place in your environment. High availability is an important part of any IT shop, and proper thought should be used when creating or designing a solution. However, you cannot stop there and absolutely must test, test, and test again any solution to make sure that it is working as designed and, most important, that it will work when you need it.
 

The Bottom Line
 

Understand Windows clustering and the types of clusters.


Windows clustering plays a central role in the design of any high-availability solution for both virtual and physical servers. Microsoft Windows clustering gives us the ability to have application failover to the secondary server when the primary server fails.

 

Master It

 

Specifically with regard to Windows clustering in a virtual environment, what are three different types of cluster configurations that you can have?

 

Master It

 

What is the key difference between NLB clusters and Windows Failover clusters?

 

Use VMware vSphere’s built-in high-availability functionality.


VMware Virtual Infrastructure has high-availability options built in and available to you out of the box: vSphere High Availability (HA) and vSphere Fault Tolerance (FT). These options help you provide better uptime for your critical applications.

 

Master It

 

What are the two types of high-availability options that VMware provides in vSphere, and how are they different?

 

Recognize differences between different high-availability solutions.


A high-availability solution that operates at the Application layer, like Oracle Real Application Cluster (RAC), is different in architecture and operation from an OS-level clustering solution like Windows Failover clustering. Similarly, OS-level clustering solutions are very different from hypervisor-based solutions such as vSphere HA or vSphere FT. Each approach has advantages and disadvantages, and today’s administrators will likely need to use multiple approaches in their datacenter.

 

Master It

 

Name one advantage of a hypervisor-based high-availability solution over an OS-level solution.

 

Understand additional components of business continuity.


There are other components of ensuring business continuity for your organization. Data protection (backups) and replication of your data to a secondary location are two areas that can help ensure business continuity needs are satisfied, even in the event of a disaster.

 

Master It

 

What are three methods to replicate your data to a secondary location and what is the golden rule for any continuity plan?

 


  
Chapter 8
 

Securing VMware vSphere
 

On a scale of 1 to 10 in importance, security always rates close to a 10 in setting up and managing a vSphere environment. Well, maybe not — but it should. Even though VMware has increased the capabilities and features that come with its products, these same products and features must fit within the security policies applied to other servers. Most of the time, ESXi and vCenter Server fit easily and nicely within those security policies, but sometimes the process is a bit of a challenge. This chapter examines the tools and techniques that will help you ensure your vSphere environment appropriately follows the security policies of your organization.
 

In this chapter, you will learn to
 

 

 
	Configure and control authentication to vSphere
 

 
	Manage roles and access controls
 

 
	Control network access to services on ESXi hosts
 

 
	Integrate with Active Directory
 


 

Overview of vSphere Security
 

Like most other areas of security within information technology, securing a vSphere environment means securing all the different components of vSphere. Specifically, securing vSphere means securing the following components:
 

 

 
	The ESXi hosts
 

 
	vCenter Server
 

 
	The VMs, specifically the guest operating systems (guest OSes) running inside the VMs
 

 
	The applications running in the VMs
 


 

In this chapter I’ll discuss the security considerations for the vSphere components: the ESXi hosts, vCenter Server, and the guest OSes running in your VMs. Each of these components has its own unique set of security challenges, and each of these components has different ways of addressing those security challenges. For example, ESXi has a different set of security challenges than the Windows-based vCenter Server or the Linux-based vCenter Server virtual appliance. I won’t address how to secure the applications within your VMs because that task falls well outside the scope of this book. I do encourage you, however, to be sure to keep application-level security in mind as you work toward securing your vSphere environment. When considering how to secure the various components involved in a vSphere environment, the three different aspects to security that you must consider are these:
 

 

 
	Authentication
 

 
	Authorization
 

 
	Accounting
 


 

This model — often referred to as the AAA model — describes the way in which a user must be authenticated (properly identified as who he or she claims to be), authorized (enabled or permitted to perform a task, which also includes network access controls), and accounted (all actions are tracked and logged for future reference). In using this AAA model, you can ensure that you’ve covered the key aspects of securing the different components of a vSphere environment. I’ll use the AAA model as a rough guideline to structure the discussion of securing vSphere in this chapter.
 

As you work your way through this chapter, keep in mind that some of the recommendations I make here have absolutely nothing to do with virtualization. Because virtualizing with vSphere affects many different areas of the datacenter, you also have to consider all those areas when you look at security. Further, some of the recommendations I make are ones that I’ve also made elsewhere in the book, so you might see some duplicate information. Security should be woven into every aspect of your vSphere design and implementation, so it’s completely natural that you’ll see some of the same tips during this focused discussion on security.
 

The first components I discuss securing are the ESXi hosts.
 

Securing ESXi Hosts
 

VMware ESXi sits at the heart of vSphere, so it’s fully expected that any discussion of how to secure vSphere includes a discussion on how to secure ESXi. In this section, I’ll discuss securing your ESXi hosts using the AAA model as a guiding framework, starting with the concept of authentication.
 

Working with ESXi Authentication
 

The majority of what you need to do as a vSphere administrator involves working with vCenter Server. Even so, it’s still necessary to discuss how ESXi handles user authentication, because the mechanism vCenter Server uses to manage ESXi hosts also relies on ESXi authentication. Additionally, there are occasions where it might be necessary to connect directly to an ESXi host. Although using vCenter Server eliminates the largest part of the need to connect directly to an ESXi host, the need does not go away entirely. There are instances when a task cannot be accomplished through vCenter Server. Some examples include the following:
 

 

 
	vCenter Server is not available or is down.
 

 
	You are troubleshooting ESXi boot and configuration problems.
 


 

Because the need to authenticate to ESXi still exists (even if you are authenticating indirectly through vCenter Server), you need to understand what options exist for managing users and groups on ESXi hosts. There are two basic options: managing users and groups locally on each host or integrating with Active Directory. I’ll cover each of these options in the following sections.
 

Managing Users and Groups Locally
 

In most cases, the number and the frequency of use of local user accounts on an ESXi host have both diminished considerably. Usually, two or three accounts are all that are needed for access to an ESXi host. Why two or three and not just one? The best reason to have at least two accounts is in case one of the user accounts is unavailable during situations such as user vacations, sickness, or accidents. As you already know, users and groups on ESXi hosts are, by default, managed independently per ESXi host. Because the need for local accounts is so greatly diminished, many organizations find that the administrative overhead of managing only a couple of accounts across multiple ESXi hosts is an acceptable burden.
 

If this is the case in your environment, you have two ways of managing users and groups locally. You can use command-line tools, or you can use the vSphere Client. The method that is right for you will largely depend on your experience and preferences. For example, I feel very comfortable using the command line, so using the command-line interface (CLI) would be my first choice. However, if you are more comfortable with a Windows-based application, then the vSphere Client is the best option for you. I’ll describe both methods in this section so you can choose the method that works best for you.
 

Perform the following steps to view local users and groups with the vSphere Client:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


You cannot manage local users and groups in the vSphere Client while connected to a vCenter Server instance.

 

2. Select the ESXi host from the inventory list on the left.


3. Click the Local Users & Groups tab in the content pane on the right.




 

On the Local Users & Groups tab, you can create new users or groups, edit existing users or groups including changing the password, and delete users and groups. I’ll walk through each of these tasks shortly.
 

You can also use the CLI to manage local users and groups. Although ESXi offers a local shell (I’ll discuss the ESXi local shell in a bit more detail in the section “Controlling Local CLI Access”), the preferred way of using the CLI to work with ESXi is via the vSphere CLI (also referred to as the vCLI). Personally, I find using the vSphere Management Assistant (vMA) the best way of working with the vSphere CLI. As I show you the process for creating, editing, and deleting local users or groups in the next few sections, the CLI environment I’ll use and describe is the vMA.
 

Let’s take a look at creating a user or group, editing a user or group, and deleting a user or group.
 

Creating a Local User or Group
 

Perform the following steps (these steps assume you’re already viewing the Local Users & Groups tab in the vSphere Client) to create a local user or group using the vSphere Client:
 


1. Right-click a blank area of the Local Users & Groups tab and select Add.


This opens the Add New User dialog box.

 

2. Supply a login and (optionally) a UID and username.


If you do not supply a UID, the system will assign the next-available UID, starting at 500. If the ESXi host is being managed by vCenter Server, UID 500 might already be taken by the vpxuser account, which I’ll explain later in this chapter in the section “Understanding the vpxuser Account.”

 

3. Enter and confirm the password for the new user account.


4. If you want this user to be able to use the ESXi Shell, check Grant Shell Access To This User.


5. Under Group Membership, select Users from the drop-down list of groups and click Add.


This adds the new user to the Users group.

 

6. Click OK to create the user with the specified values.


The new user appears in the list of users.

 



 

In the section “Managing ESXi Host Permissions,” I’ll show you how to assign a role to this user to control what actions the user is allowed to perform.
 

Perform these steps to create a local group using the vSphere Client:
 


1. Click the Groups button near the top of the Local Users & Groups tab.


2. Right-click a blank area of the tab and select Add.


This opens the Create New Group dialog box.

 

3. Specify a group name and, optionally, a group ID.


If you do not specify a group ID, the system will assign one automatically, starting with 500.

 

4. From the drop-down list, select the user you’d like to add to this group and click Add. Repeat the process for each user you want to add.


5. Click OK to create the group and return to the vSphere Client.


The new group will appear in the list of groups on the Local Users & Groups tab.

 



 

You can also use the CLI to create users and groups. From the vMA, you can use the vicfg-user command to create users and groups on a specific ESXi host.
 

Perform these steps to create a user or group using the CLI:
 


1. Establish an SSH session to the vMA.


2. From the vMA command prompt, enter this command to create a new user account on a specific ESXi host:



 

vicfg-user --server server.domain.com --username root --entity user --login
LoginName --operation add



 



 

To create a new group, replace the --entity and --login parameters, like this:

 


 

vicfg-user --server server.domain.com --username root --entity group --group
GroupName --operation add



 



 

3. Depending on your vMA configuration, you might be prompted for a password to execute the command. Enter the password for the user specified in the previous command (root, in my example).


4. If you are creating a new user account, you will be prompted for the password for the new user. Enter the password you want assigned to the new user account you are creating, and then confirm that password when prompted again.


Figure 8.1 shows the vMA prompting for a password to perform the command as well as the password for the new user account.

 



 


Figure 8.1 The vicfg-user command prompts for a password to execute the command and then prompts for a password for the new user you are creating.
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As I mentioned previously, creating a new user or group is only part of the process; in order to use that account with the vSphere Client, you also need to assign a role. I’ll cover roles and permissions in the section “Managing ESXi Host Permissions.”
 

Now let’s take a look at editing a user or group from both the vSphere Client and from the CLI.
 

Editing a Local User or Group
 

Perform the following steps to edit a local user or group using the vSphere Client:
 


1. Assuming you’ve already launched the vSphere Client and connected to an ESXi host, select the ESXi host from the inventory and click the Local Users & Groups tab.


2. Right-click the user you want to modify and select Edit.


This opens the Edit User dialog box.

 

3. From the Edit User dialog box, make any necessary changes to the user account.


As you can see from Figure 8.2, the login field cannot be changed.

 

4. Click OK to make the changes to the selected user account.




 


Figure 8.2 For a user, you can change the UID, username, password, and group membership, but you can’t change the login field.
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To edit a group using the vSphere Client, the steps are almost identical to these. However, when editing a group, the context menu won’t show an Edit command; you’ll use Properties instead. Also, when editing a group, you can’t change any properties of the group except its members.
 

Perform the following steps to edit a local user or group using the CLI:
 


1. Using PuTTY.exe (Windows) or a terminal window (Mac OS X or Linux), establish an SSH session to the vMA instance.


2. Use this command to modify a user account on a specific ESXi host:



 

vicfg-user --server pod-1-blade-5.v12nlab.net --username root --entity user
--login LoginName --newusername “New Full Name” --operation modify



 



 

To modify a group, change the --entity and --login parameters, like this:

 


 

Vicfg-user --server pod-1-blade-5.v12nlab.net --username root --entity group
--operation modify --group TestGroup --adduser testuser --removeuser bob



 



 

As with the vSphere Client, editing a group via vicfg-user is limited to adding users to or removing users from the group.

 

3. If prompted for the password to execute the command (this will depend on your vMA configuration), enter the password for the user specified with the --username parameter.


Let’s wrap up this discussion of managing local users and groups with a review of how to delete local users and groups from an ESXi host.

 



 

Deleting a Local User or Group
 

Perform the following steps to delete a local user or group from a specific ESXi host using the vSphere Client:
 


1. After you’ve connected to the desired ESXi host using the vSphere Client, select the ESXi host from the inventory and click the Local Users & Groups tab.


2. To delete a user, click the Users button. To delete a group, click the Groups button.


3. Right-click the user or group you want to remove, and select Remove from the context menu. When prompted for confirmation, select Yes.




 

Perform these steps to delete a local user or group using the vCLI:
 


1. Log into the vMA via SSH using PuTTY.exe (Windows) or a terminal window (Mac OS X or Linux).


2. Use the following command to remove a user:



 

vicfg-user --server pod-1-blade-5.v12nlab.net --username root --entity user
--operation delete --login UserName



 



 

To remove a group, change the --entity and --login parameters:

 


 

vicfg-user --server pod-1-blade-5.v12nlab.net --username root --entity group
--operation delete --group GroupName



 



 



 

Note that you cannot delete a group from the CLI without first removing all of its members. This limitation does not apply when deleting a group from the vSphere Client.
 


To VC or Not to VC

 

The best way to administer your vSphere environment is to connect the vSphere Client to a vCenter Server instance. Although you can connect the vSphere Client to an ESXi host directly, you lose a great deal of functionality. If you didn’t purchase vCenter Server, you may have no other choice than to connect to the ESXi hosts. In such instances, you’d have to create user accounts locally on the ESXi hosts for VM administration as outlined in the section “Managing Users and Groups Locally.”

 




 

Now that you have an idea of the specific steps used to manage users and groups locally on each ESXi host, what are the security challenges involved in doing so? And how can those security challenges be addressed? Here are just a couple of examples:
 

 

 
	You must manually manage users and groups separately on each and every ESXi host. If you forget to delete a user account for a departing employee on a specific ESXi host, you’ve just created a potential security problem.
 

 
	There is no way to centrally enforce password policies. Although you can set password policies on each ESXi host, you have to do this separately on every ESXi host in your environment. If you ever need to change the password policy, you must do so on each ESXi host individually.
 


 

You can address both of these particular security challenges by leveraging functionality provided by VMware with ESXi to integrate authentication into Active Directory, as you’ll see in the next section.
 

Enabling Active Directory Integration
 

You’ve already seen how, by default, ESXi uses local users and groups to assign permissions to directories and files. The presence of these local users and groups is the key to the ESXi security model, as you’ll see in the section “Managing ESXi Host Permissions.” Although these local users and groups form the foundation of the ESXi security model, managing these users and groups locally on every ESXi host in the enterprise can create a great deal of administrative overhead and has some security challenges, as I’ve already described.
 

What if you were able to continue to accommodate the need for local access to an ESXi host but in a way that avoided some of the security challenges of managing users and groups locally?
 

One answer to these security challenges is to use a centralized security authority. In vSphere 5, VMware includes the ability to use Microsoft Active Directory, a widely deployed directory service, as the centralized security authority for ESXi hosts. As you’ll see in the section “Securing vCenter Server,” the Windows-based version of vCenter Server already leverages Active Directory, so allowing your ESXi hosts to leverage the same security authority makes sense.
 

Before you can join your ESXi hosts into Active Directory, there are four prerequisites you need to satisfy:
 

 

 
	You must ensure that the time on your ESXi hosts is synchronized with the time on the Active Directory domain controllers. ESXi supports NTP, and in Chapter 2, “Planning and Installing VMware ESXi,” I showed you how to configure NTP on your ESXi hosts.
 

 
	You must ensure that your ESXi hosts can resolve the Active Directory domain name and locate the domain controllers via DNS. Typically, this means configuring the ESXi hosts to use the same DNS servers as the Active Directory domain controllers.
 

 
	The fully qualified domain name (FQDN) of the ESXi host must use the same domain suffix as the Active Directory domain.
 

 
	You must create an ESX Admins group in Active Directory. Put the user accounts that should be permitted to connect to an ESXi host in this group. You can’t use any other group name; it must be named ESX Admins.
 


 

Once you’ve satisfied these prerequisites, you can configure your ESXi host to authenticate to Active Directory.
 

Perform these steps to configure your ESXi host to use Active Directory as its centralized security authority:
 


1. Log into the ESXi host using the vSphere Client and authenticating with the root account (or an equivalent account).


2. Select the ESXi host from the inventory and click the Configuration tab.


3. From the Software section, select Authentication Services.


4. Click Properties in the upper-right corner.


5. From the Directory Services Configuration dialog box, select Active Directory from the Select Directory Service Type drop-down list.


6. Supply the DNS domain name of the Active Directory domain this ESXi host will use for authentication.


7. Click the Join Domain button.


8. Specify a username and password that has permission to allow the host to join the domain.




 

Once the ESXi host is joined to Active Directory, users will be able to authenticate to an ESXi host using their Active Directory credentials. Using the vSphere Client or the vCLI, users can use either the domain\username or username@domain syntax. From the vCLI, users must enclose the domain\username syntax in double quotes, as in this example:
 


 

vicfg-users --server pod-1-blade-5.v12nlab.net --username “v12nlab\administrator”
--entity group --operation list



 



 

To further simplify the use of the vMA, you can also configure the vMA to use Active Directory authentication.
 

Although managing how users authenticate is important, it’s also important to control how users access ESXi hosts. In the next section, I’ll examine how you can control access to your ESXi hosts.
 

Controlling Access to ESXi Hosts
 

The second part of the AAA model is authorization, which encompasses access control mechanisms that affect local access or network access. In this section, I’ll describe the mechanisms available to you to control access to your ESXi hosts.
 

Controlling Local Access
 

ESXi offers direct access via the server console through the Direct Console User Interface, or DCUI. I’ve shown you screenshots of the DCUI in various other parts of this book, such as Chapter 2.
 

Access to the DCUI is limited to users who have the Administrator role on that ESXi host. I haven’t discussed the concept of roles yet (see “Managing ESXi Host Permissions” for more details), but this limitation on the DCUI allows you to control who is permitted to access the DCUI. Like other forms of security, it’s important to secure access to the host via the physical server console, and limiting DCUI access to users with the Administrator role helps accomplish that goal.
 

Controlling Local CLI Access
 

ESXi has a CLI environment that is accessible from the server’s physical console. However, by default, this CLI environment — known as the ESXi Shell — is disabled. If you need CLI access to ESXi, you must first enable the ESXi Shell. You can enable the ESXi Shell via the DCUI or via the vSphere Client.
 

Perform these steps to enable the ESXi Shell via the DCUI:
 


1. Access the console of the ESXi host using the physical server console or some KVM mechanism (many server vendors provide remote console functionality).


2. Press F2 to log into the DCUI. When prompted for username and password, supply a username and password with permission to access the DCUI (this user must have the Administrator role for this ESXi host).


3. Navigate down to Troubleshooting Options and press Enter.


4. Select Enable ESXi Shell.


This enables the CLI environment on the ESXi host.

 

5. Press Escape until you return to the main DCUI screen.


6. Press Alt+F1 to access the CLI environment on that ESXi host.




 

If your host is using local authentication, you can authenticate using a user account defined locally on that host. If your host is using Active Directory authentication as described in the previous section, you can log in using Active Directory credentials (using either the domain\username or username@domain syntax).
 

Perform the following steps to enable the ESXi Shell via the vSphere Client:
 


1. Connect to the ESXi host using the vSphere Client.


2. Select the ESXi host in the inventory, and click the Configuration tab.


3. From the Software section, select Security Profile.


4. Click the Properties hyperlink near Services.


This opens the Services Properties dialog box.

 

5. Select ESXi Shell from the list of services and then click Options.


6. Click Start.


7. Click OK to return to the Services Properties dialog box.


The status for the ESXi Shell should now be listed as Running.

 

8. Click OK to return to the vSphere Client.


The ESXi Shell is now available.

 



 

You can now use the local CLI at the ESXi host’s console. It’s important to note, though, that VMware doesn’t recommend regular, routine use of the ESXi Shell as your primary means of managing and maintaining ESXi. Instead, you should use the vSphere Client and/or the vMA and resort to the ESXi Shell only when absolutely necessary.
 

While following these steps gets you local CLI access, it doesn’t get you remote CLI access. For remote CLI access, another step is required, as you’ll see in the next section.
 

Controlling Remote CLI Access via SSH
 

Secure Shell, often referred to just as SSH, is a widely known and widely used encrypted remote console protocol. SSH was originally developed in 1995 to replace other protocols, such as telnet, rsh, and rlogin, that did not provide strong authentication and did not protect against password-sniffing attacks on the network. SSH gained rapid adoption, and the SSH-2 protocol is now a proposed Internet standard with the Internet Engineering Task Force (IETF).
 

ESXi includes SSH as a method of remote console access. This allows vSphere administrators to use an SSH client, such as PuTTY.exe on Windows or OpenSSH on Linux or Mac OS X, to remotely access the CLI of an ESXi host in order to perform management tasks. However, like the ESXi Shell, SSH access to an ESXi host is disabled by default. In order to gain remote CLI access to an ESXi host via SSH, you must first enable the ESXi Shell and enable SSH. You’ve already seen how to enable the ESXi Shell; now I’ll show you how to enable SSH, both via the DCUI and via the vSphere Client.
 

Perform the following steps to enable SSH via the DCUI:
 


1. Access the console of the ESXi host using the physical server console or some KVM mechanism (many server vendors provide remote console functionality).


2. Press F2 to log into the DCUI. When prompted for username and password, supply a username and password with permission to access the DCUI (this user must have the Administrator role for this ESXi host).


3. Navigate down to Troubleshooting Options and press Enter.


4. Select Enable SSH. This enables the SSH server (or daemon) on the ESXi host.


5. Press Escape until you return to the main DCUI screen.




 

Perform these steps to enable SSH via the vSphere Client:
 


1. Connect to the ESXi host using the vSphere Client.


2. Select the ESXi host in the inventory and click the Configuration tab.


3. From the Software section, select Security Profile.


4. Click the Properties hyperlink near Services.


This opens the Services Properties dialog box.

 

5. Select SSH from the list of services; then click Options.


6. Click Start.


7. Click OK to return to the Services Properties dialog box.


The status for SSH should now be listed as Running.

 

8. Click OK to return to the vSphere Client. You can now use PuTTY.exe (Windows) or OpenSSH (Mac OS X, Linux, and other Unix variants) to establish an SSH session to the ESXi host.




 

As with local CLI access, VMware recommends against using SSH as a means of routinely managing your ESXi hosts. In fact, in previous versions of vSphere, SSH access to ESXi was unsupported. It is supported in this version of vSphere, but VMware still recommends against its regular use. If you want to use a CLI environment, I recommend getting familiar with the vMA as your primary CLI environment.
 


Root Login via SSH Is Enabled by Default

 

Generally speaking, allowing the root user to log in to a host via SSH is considered a violation of security best practices. However, in vSphere 5, when SSH and the ESXi Shell are enabled, the root user is allowed to log in via SSH. This is yet one more reason to keep SSH and the ESXi Shell disabled during the normal course of operation.

 




 

Although VMware provides SSH as a means of accessing the CLI environment on an ESXi host, this version of SSH does not provide all the same flexibility as a “full” SSH installation. This further underscores the need to use SSH on an as-needed basis as well as the need for additional access controls for your ESXi hosts, such as a network firewall.
 

Controlling Network Access via the ESXi Firewall
 

ESXi ships with a firewall that controls network traffic into or out of the host. This firewall gives the vSphere administrator an additional level of control over what types of network traffic are allowed to enter or leave the ESXi hosts.
 

By default, the ESXi firewall allows only incoming and outgoing connections necessary for managing the VMs and the ESXi host. Some of the default ports open are as follows:
 

 

 
	TCP 443 and 902: vSphere Client, vCenter Agent
 

 
	UDP 53: Domain Name System (DNS) client
 

 
	TCP and UDP 427: Common Information Model (CIM) Service Location Protocol (SLP)
 

 
	TCP 8000: vMotion
 

 
	TCP 22: SSH
 


 

To see the full list of ports that are open on an ESXi host, use the vSphere Client connected directly to an ESXi host, as illustrated in Figure 8.3.
 


Figure 8.3 The Security Profile area of the Configuration tab in vCenter Server shows the current ESXi firewall configuration.
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From this same area of the vSphere Client, you can also enable additional ports through the firewall or disable ports that are currently open. Unfortunately, there is no functionality provided to create your own custom definitions for traffic to be allowed through the firewall; you can only enable or disable services that are already defined.
 

Perform the following steps to enable or disable traffic through the ESXi firewall:
 


1. Launch the vSphere Client and connect to either an ESXi host or a vCenter Server instance.


2. Select an ESXi host from the inventory view and select the Configuration tab.


If you connected to vCenter Server, you might need to navigate to the Hosts And Clusters inventory view first.

 

3. From the Software section, select Security Profile.


4. Click the Properties hyperlink to the right of the Firewall heading.


This opens the Firewall Properties dialog box.

 

5. To enable a particular type of traffic through the ESXi firewall, select the check box next to that traffic type. To disable a type of traffic, deselect the check box for that traffic type.


6. Click OK to return to the vSphere Client.




 

The ESXi firewall also allows you to configure more fine-grained controls over network access by specifying specific source addresses from which traffic should be allowed. This gives you the ability to enable certain types of traffic through the ESXi firewall but restrict access to specific IP addresses or groups of IP addresses.
 

Perform these steps to limit access to a network service to a specific source:
 


1. Launch the vSphere Client and connect to either an ESXi host or a vCenter Server instance.


2. Select an ESXi host from the inventory view and select the Configuration tab.


You might need to navigate to the Hosts And Clusters inventory view first if you are connected to a vCenter Server instance.

 

3. From the Software section, select Security Profile.


4. Click the Properties hyperlink to the right of the Firewall heading.


This opens the Firewall Properties dialog box.

 

5. Select a particular port that is currently enabled through the firewall, and click the Firewall button.


This opens the Firewall Settings dialog box.

 

6. To restrict access to a particular source, select Only Allow Connections From The Following Networks and specify a source address.


You can specify the source address or addresses in three different formats: 
 

 
	192.168.1.24: A specific source IPv4 address

 
	192.168.1.0/24: A specific subnet of source IPv4 addresses

 
	2001::1/64: A subnet of source IPv6 addresses



 


 

Figure 8.4 shows a source subnet of 10.0.0.0/8 configured for the selected network traffic.

 

7. Click OK to close the Firewall Settings dialog box and return to the Firewall Properties dialog box.


8. Click OK to close the Firewall Properties dialog box and return to the vSphere Client.




 


Figure 8.4 Traffic to the selected network traffic on this ESXi host will be limited to addresses from the specified subnet.
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This feature of the ESXi firewall gives you much more flexibility in not only defining what services are allowed into or out of your ESXi hosts but also in defining the source of the traffic into or out of the host. Maintaining the ESXi firewall configuration is an important part of ESXi host security.
 

Another recommended security practice is to isolate the ESXi management network so as to control network access to the management interfaces of your ESXi hosts. You can accomplish this using a network firewall, a technique I describe in the next section.
 

Controlling Network Access to the ESXi Management Interfaces
 

The ESXi firewall allows you to control access to specific TCP/IP ports on an ESXi host, but a further additional step to consider using is a network firewall to control access to the management interfaces of the ESXi host. Using a network firewall to enforce access control lists (ACLs) that govern which systems are allowed to make connections to the management interfaces of your ESXi hosts is a complementary step to using the ESXi firewall, and it follows the well-known recommended practice of using “defense in depth.”
 

Should you choose to isolate the management interfaces of your ESXi hosts on a separate network segment, keep in mind the following two important considerations:
 

 

 
	Be sure to allow proper access from vCenter Server to the ESXi hosts. You can handle this by allowing the appropriate ports through the firewall or by adding an additional network interface on the isolated management segment to the vCenter Server system. Personally, I prefer the latter approach, but both approaches are perfectly valid.
 

 
	Don’t forget to allow access from the vMA or from systems on which you will run PowerCLI scripts, if you’ll be accessing the ESXi hosts directly. If the vMA or the PowerCLI scripts will be connecting to vCenter Server, then you just need to allow access to vCenter Server.
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Using a “Jump Box”

 

One technique that I’ve seen — and have used myself — in a fair number of installations is the use of a “jump box.” This is a system — typically a Windows Server–based system — that has network interfaces to both the isolated management network as well as the rest of your network segments. You’ll connect to the jump box and then connect from there to your vSphere environment using the vSphere Client, PowerCLI, vMA, or other tools. This neatly sidesteps the issue of having to create firewall rules to allow traffic into or out of the isolated management network but still provides access to manage the environment. If you are considering isolating the management interfaces of your ESXi hosts, this might be an approach to consider for your environment.

 




 

Controlling network access to your ESXi hosts is an important part of your overall security strategy, but it’s also important to keep your ESXi hosts patched against security vulnerabilities.
 

Keeping ESXi Hosts Patched
 

Another key component in maintaining the security of your vSphere environment is keeping your ESXi hosts fully patched and up to date. On an as-needed basis, VMware releases security patches for ESXi. Failing to apply these security patches could expose your vSphere environment to potential security risks.
 

vSphere Update Manager (VUM) is the tool VMware supplies with vSphere to address this need. I discussed the VUM extensively in Chapter 4, “Installing and Configuring vSphere Update Manager.” In order to keep your vSphere environment as secure as possible, you should strongly consider using VUM in your environment to keep your ESXi hosts patched.
 

In the next section, I’ll move on to another aspect of authorization: the use of access controls to control what a user is allowed to do on an ESXi host after being authenticated.
 

Managing ESXi Host Permissions
 

I’ve shown you how to manage users and groups, both locally and through Active Directory integration, but there is another key aspect of ESXi host security to which I’ve referred but have not yet discussed. This is the concept of roles.
 

Both vCenter Server and ESXi hosts use the same structured security model to grant users the ability to manage portions of the virtual infrastructure. This model consists of users, groups, roles, privileges, and permissions, as shown in Figure 8.5.
 


Figure 8.5 vCenter Server and ESXi share a common security model for assigning access control.
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The items that differ between the non–vCenter Server environment and the vCenter Server environment are predominantly in the following two areas:
 

 

 
	The location of the user and group objects created
 

 
	The level of granularity of the roles and privileges available in each environment
 


 

You’ve already seen how ESXi can either use users and groups defined locally on each ESXi host or leverage Microsoft Active Directory as a centralized security authority. As you’ll see later in the section “Securing vCenter Server,” vCenter Server also leverages Active Directory as a centralized security authority, but it cannot and does not leverage local users and groups. This is the first key difference in managing permissions for environments that don’t use vCenter Server versus environments that do use vCenter Server.
 

The second key difference is the level of granularity of the roles and privileges available in each environment. To explain this difference, I must first discuss and define roles and privileges.
 

For environments that don’t have vCenter Server, or where the administrator chooses to have users authenticate directly to the ESXi hosts to perform management tasks, it is important to start with a discussion of the security model.
 

In the vCenter Server/ESXi security model’s most basic format, users or groups are assigned to a role that has privileges. The user-role-privilege combination is then associated with an object in the inventory as a permission. This means there are four basic components to the vCenter Server/ESXi security model:
 


User or Group A user is an authentication mechanism; a group is a way of collecting users. In earlier sections of this chapter, I showed you how to manage users and groups and how ESXi can leverage either local users and groups or users and groups from Active Directory. Users and groups form a basic building block of the security model.

 

Privilege A privilege is an action that you can perform on an inventory object. This would include allocating space in a datastore, powering on a VM, configuring the network, or attaching a virtual CD/DVD to a VM.

 

Role A role is a combination of a user or group with a collection of privileges. ESXi comes with some built-in roles, as I’ll show you shortly, and you also have the ability to create your own custom roles.

 

Permission A permission is the assignment of a role to an inventory object. For example, you might assign a role that has all privileges to a particular inventory object. Attaching the role to the inventory object creates a permission.

 



 

This flexible and modular security model provides a great deal of flexibility. vSphere administrators can either use the built-in roles provided with ESXi or create custom roles with custom sets of privileges and assign those custom roles to inventory objects in order to properly re-create the correct set of abilities in the virtual infrastructure. By associating roles with users or groups, vSphere administrators only need to define the role once; then, anytime someone needs those privileges, the administrator only needs to associate the appropriate user or group with the appropriate role. This can really help simplify the management of permissions.
 

An ESXi host has the following three default roles:
 


No Access The No Access role works as the name suggests. This role prevents access to an object or objects in the inventory. The No Access role can be used if a user was granted access higher up in the inventory. The No Access role can also be used at lower-level objects to prevent object access. For example, if a user is granted permissions on the ESXi host but should be prevented access to a specific VM, you could use the No Access role on that specific VM.

 

Read-Only Read-Only allows a user to see the objects within the vSphere Client inventory. It does not allow the user to interact with any of the visible objects in any way. For example, a user with the Read-Only permission would be able to see a list of VMs in the inventory but could not act on any of them.

 

Administrator The Administrator role has the utmost authority, but it is only a role, and it needs to be assigned using a combination of a user or a group object and an inventory object such as a VM.

 



 

With only three built-in roles on ESXi hosts, the defaults don’t leave room for much flexibility. In addition, the default roles just described can’t be modified, so you can’t customize the default roles. However, don’t let that slow you down. Any limits created by the default roles are easily overcome by creating custom roles. You can create custom roles that will better suit your needs, or you can clone existing roles to make additional roles to modify for your own purposes.
 

Let’s take a closer look at how to create a custom role.
 

Creating Custom Roles
 

If you find that the default roles provided with ESXi don’t suit your organization’s needs with regard to permissions and management, then you should create custom roles to better map to your business needs. For example, assume that a set of users needs to interact with the console of a VM and also needs to change the CD and floppy media of those VMs. These needs aren’t properly reflected in any of the default roles, so a custom role is necessary.
 

Perform the following steps to create a custom role named Operator:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Navigate to the Administration area by using the navigation bar or by selecting View → Administration → Roles.


You can also press the Ctrl+Shift+R keyboard shortcut.

 

3. Click the Add Role button.


4. Type the name of the new role in the Name text box (in this example, Operator), and then select the privileges that will be required by members of the role, as shown in Figure 8.6.


The privileges shown in Figure 8.6 allow users or groups assigned to the Operator role to interact with the console of a VM, change the CD and floppy media and change the power state of a VM.

 


Permissions for Changing Virtual Media

 

To change floppy and CD media using floppy disk images (files with a .flp extension) and CD/DVD disk images (files with a .iso extension) that are stored on a SAN volume, you will also need to grant that group Browse Datastore privileges at the root of the hierarchy — in this case, at the ESXi host itself.

 




 

5. Click OK to complete the custom role creation.




 


Figure 8.6 Custom roles strengthen management capabilities and add flexibility to permission delegations.
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The new Operator role is now defined, but it’s not operational yet. You must still assign users or groups to the role and apply the role to the ESXi host and/or individual VM(s).
 

Granting Permissions
 

As simple and useful as roles are, they are not functional until a user or group is assigned to the role and then the role is assigned to an inventory object as a permission. Assume that a group of users exists that needs to interact with all VMs that are web servers. If access control is managed through the ESXi host, then you have to create a user account on that host (or leverage an Active Directory user account) together with a new group — for example, WebServerOps. Once these users and groups exist, you can execute the security model. (Refer to the sidebar “You Can’t Mix Active Directory Users and Local Groups” for more information on leveraging Active Directory when assigning roles.)
 

Perform the following steps to grant VM access control to a user or group:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Right-click the object in the inventory tree on the left to which permission should be assigned, and click the Add Permission option. In this case, right-click the ESXi host.


3. Click the Add button in the Assign Permissions dialog box.


4. In the Select Users And Groups dialog box, select the appropriate user or group (for example, WebServerOps).


Use the Domain drop-down box to show users and groups from Active Directory, if you’ve configured your ESXi host to integrate with Active Directory.

 

Once you’ve found the user or group you want, click the Add button, and then click OK. This returns you to the Assign Permissions dialog box, where the user or group is listed on the left side of the dialog box.

 

5. From the Assigned Role drop-down list, choose the role to which the selected users or groups should be assigned. In this case, select Operator — the role you defined earlier — from the drop-down list to assign that role to the selected user or group.




 


You Can’t Mix Active Directory Users and Local Groups

 

If you’ve integrated your ESXi hosts into Active Directory (as I described in the section “Enabling Active Directory Integration”), then you’ll need to use Active Directory as your primary source for groups when assigning roles. While you can assign roles to a local group, that local group can’t contain users from Active Directory. As a result, if you want to truly leverage Active Directory when assigning roles, you’ll need to use Active Directory groups and not local groups.

 




 

What if you have an ESXi host that will host 30 VMs, and only 10 of those are the web server VMs? If you assign the permission at the ESXi host level, as I just demonstrated, then you’ll assign that role to all 30 VMs, not just the 10 web server VMs. This is because when you assign a permission, an option named Propagate To Child Objects is enabled by default. Figure 8.7 shows the Assign Permissions dialog box; note the option to propagate permissions in the lower-right corner of the dialog box.
 


Figure 8.7 By default, assigning a permission to an object will propagate that permission to all child objects.
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This option works like the inheritance settings in a Windows filesystem. It allows the privileges assigned in this role to be applied to objects beneath the selected object. For example, if the Operator role is applied as a permission on the ESXi host in the inventory panel and the Propagate To Child Objects option is enabled, all members of the Operator role will be able to interact with all the VMs hosted on the ESXi host. Although this certainly simplifies access control implementation, it adds another problem: the permissions of the Operator role have been overextended and now apply to all VMs and not just the web servers. With access control granted at the host level, members of the Operator role will be able to change floppy and CD media and use the console of the web server VMs, but they will also be able to do that on any other VM in the inventory.
 

To make this work as you would expect, you would have to assign permissions on each of the 10 web server VMs individually. Clearly, this is not an efficient process. Further growth resulting in more web server VMs would require additional administrative effort to ensure access control.
 

Alternatively, you could use the No Access role on the non-web-server–VMs to prevent access, but this method also does not scale well and requires administrative overhead.
 

This issue presents one of the drawbacks of managing access control on an individual ESXi host. Keep in mind as well that all of the steps we have discussed so far would have to be performed on each ESXi host in the virtual infrastructure. What if there were a way to organize the inventory of VMs? In other words, what if you could create a “container object” for the web server VMs, such as a folder, and put all the web server VMs into that folder? Then you could assign the group to the role at the parent object level and let inheritance take over. As shown in Figure 8.8, the problem is that folder objects are not possible on a single ESXi host. That means your only option is a resource pool.
 


Figure 8.8 Folder objects cannot be added to an individual ESXi host, leaving resource pools as the only viable option to group VMs.
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Using Resource Pools to Assign Permissions
 

A resource pool is actually a special object. Think of it as a folder of sorts. I’ll discuss resource pools in much greater detail in Chapter 11, “Managing Resource Allocation”; I strongly urge you to read that chapter and understand the purpose behind resource pools and how they work before attempting to use them to organize your VMs. The focus here is on how resource pools can help you organize your VMs, but it’s important to understand that using resource pools in this manner might have unintended side effects.
 

Perform the following steps to create a resource pool:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Navigate to the inventory view by using the navigation bar, by using the Ctrl+Shift+H keyboard shortcut, or by selecting View → Inventory → Inventory from the menu.


3. Right-click the ESXi host, and select New Resource Pool, as shown previously in Figure 8.8.


4. Type a resource pool name in the Name text box, in this case WebServers.


5. Configure the resource allocations, if desired, to establish limits and reservations for the resource pool.


The limit establishes a hard cap on the resource usage, while the reservations establish a resource guarantee.

 

6. Click OK.




 

So now that you’ve created the WebServers resource pool, you can place VMs into the resource pool, as shown in Figure 8.9. Putting VMs into a resource pool is simply a matter of creating new VMs in the resource pool (refer to Chapter 9, “Creating and Managing Virtual Machines,” for creating new VMs) or dragging and dropping existing VMs into the resource pool.
 


Figure 8.9 As objects in the inventory, resource pools are potential levels of infrastructure management.
 

[image: 8.9]

 

Additionally, resource pools become inventory objects to which permissions can be assigned. The same process you followed earlier, described in the section “Granting Permissions,” applies here as well. Simply assign permission to the resource pool, and ensure that the Propagate To Child Objects check box is selected. Those permissions will also apply to all the VMs in the resource pool.
 

Using resource pools helps you accomplish a couple of key goals: better organization for your VMs and better control over permissions assigned to those VMs.
 

However, having said all of this, I must point out that I generally do not recommend using resource pools in this way. Although you can certainly use resource pools to organize VMs and assign permissions, resource pools are intended to help control resource allocation; they are not intended as a means of organizing VMs. In Chapter 11, I’ll discuss resource allocation and why using resource pools solely for VM organization is generally not a good idea; I highly recommend reading that chapter and gaining a firm understanding of how resource pools affect resource allocation.
 

Now that I’ve shown you how to assign permissions, I need to show you how to remove permissions. Let’s look at that next.
 

Removing Permissions
 

When your management needs change or if you’ve made some improper permissions assignments, you can remove permissions. In the section “Granting Permissions,” you walked through the process of assigning the Operators role permission on the ESXi host. Now that you have a resource group in place to give you more granular control over permissions, you should remove the permissions you previously applied to the host.
 

Perform the following steps to remove permissions on an object in the inventory:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Navigate to the inventory view using the navigation bar, the menu, or the keyboard shortcut.


3. Select the object in the inventory, and then select the Permissions tab.


In this case, you need to remove the permissions from the ESXi host, so select the host from the inventory.

 

4. Right-click the permissions entry to be deleted from the list of existing permissions, and then click the Delete option.




 

You should see a warning indicating that users may retain their permissions because of assignments on parent objects higher in the hierarchy. In this case, you do want to remove the objects on the parent object (the ESXi host) because those permissions have been applied to the child object (the resource pool). In other cases, though, it might be necessary to keep permissions on the parent object.
 

After permissions are assigned throughout the inventory, it is easy to lose track of what has been previously done. Of course, if your company mandates documentation, there might already be a solid audit trail. However, it is easy to see existing role usage from within the vSphere Client.
 

Identifying Permission Usage
 

As the inventory of VMs and resource pools grows larger and more complex, it’s very likely that the permissions granted to these various objects will also become complex. In addition, as company needs and management strategies change over time, these permissions need to change as well. Combined, these factors can create an environment where the permissions usage is quite complex and hard to decipher.
 

To help combat this issue, the vSphere Client’s roles view helps administrators identify where roles have been assigned and what permissions have been granted in the inventory.
 

Perform the following steps to identify where a role has been assigned as a permission:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Navigate to the roles view using the navigation bar, the Ctrl+Shift+R keyboard shortcut, or the View → Administration → Roles menu item.


3. Click the role whose usage you want to identify.




 

The details pane identifies where in the inventory hierarchy the role is used, as you can see illustrated in Figure 8.10.
 


Figure 8.10 The vSphere Client provides a breakdown of where roles are currently in use.
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Using the vSphere Client’s roles view allows you, the administrator, to track down where permissions have been assigned so that you can edit or remove permissions when necessary. But it’s not only permissions that need to be removed — sometimes roles need to be removed, too.
 

Editing and Removing Roles
 

Over time, it is almost inevitable that management needs will change. At times, you might have to create new roles, edit an existing role, or even delete a role. If the privileges assigned to a role are no longer applicable in your environment, you should edit the role to add or remove the necessary privileges.
 

Perform the following steps to edit a role:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Navigate to the roles view using the navigation bar, the menu, or the keyboard shortcut.


3. Right-click the role you want to edit, and select Edit Role.


4. Make the desired changes by adding or removing privileges in the Edit Role dialog box. Click OK when you finish.




 

As I mentioned earlier in this chapter, ESXi won’t allow you to edit the default roles.
 

If a role is no longer used, it should be removed to minimize the number of objects to be viewed and managed.
 

Perform the following steps to delete a role:
 


1. Launch the vSphere Client if it is not already running, and connect to an ESXi host.


2. Navigate to the roles view using the navigation bar, the Ctrl+Shift+R keyboard shortcut, or the View → Administration → Roles menu item.


3. Right-click the role to be deleted, and select Remove.




 

When a role is in use and is selected for removal, the ESXi host offers the opportunity to transfer the existing role members to a new role or to simply drop all members from the role. This eliminates the opportunity for accidentally deleting roles that are being used in the inventory.
 

Now that you understand how to work with local users, groups, roles, and permissions on an individual ESXi host, be aware that you are unlikely to do much of this. Managing local user accounts is administratively more cumbersome because of the lack of centralized management and authentication. Active Directory integration addresses a great deal of this, allowing you to collapse your user and group management into one centralized directory. However, you will still find that you perform most, if not all, of your access control work within vCenter Server. As you’ll see in the section “Managing vCenter Server Permissions,” vCenter Server offers greater flexibility than managing individual ESXi hosts.
 

The last area I’ll discuss in this section on ESXi host security pertains to the third A in the AAA model: accounting. In other words, logging. Let’s take a closer look at how to handle logs for your ESXi hosts.
 

Configuring ESXi Host Logging
 

Capturing information in the system logs is an important aspect of computer and network security. The system logs provide a record, or an accounting, of the actions performed, the events encountered, the errors experienced, and the state of the ESXi host and the VMs on that host.
 

Every ESXi host runs a syslog daemon (service) that captures events and logs them for future reference. Assuming that you’ve installed ESXi onto some local disks, the default location for the logs is on a 4 GB scratch partition that the ESXi installer creates. Although this provides long-term storage for the ESXi host logs, there is a centralized location for the logs, making analysis of the logs more difficult than it should be. An administrator would have to connect to each host individually in order to review the logs for that host.
 

Further, if you are booting from SAN or if you are using vSphere Auto Deploy, then there is no local scratch partition, and logs are stored in memory on the ESXi host — which means they disappear when the ESXi host is restarted. Clearly, this is not an ideal configuration. Not only does it lack centralized access to the logs, but it also lacks long-term storage for the logs.
 

The typical solution to both of these issues is the use of a third-party syslog server, a server that runs a syslog daemon and is prepared to accept the log entries from the various ESXi hosts. To make things easier, VMware supplies a syslog collector with vSphere 5 in three different forms:
 

 

 
	As an installable service you can install onto a Windows Server–based computer
 

 
	As a service preinstalled on the vCenter Server virtual appliance
 

 
	As part of the vMA’s built-in syslog daemon
 


 

In this section, I’ll show you how to install the VMware Syslog Collector on a Windows Server–based computer and how to configure your ESXi hosts to send their logs to this centralized syslog service.
 

Let’s start with installing the VMware Syslog Collector.
 

Installing the VMware Syslog Collector
 

You can find the installer for the VMware Syslog Collector on the vCenter installation media. Figure 8.11 shows the link to the VMware Syslog Collector in the VMware vCenter Installer window.
 


Figure 8.11 You can install the VMware Syslog Collector from the vCenter Server installation media.
 

[image: 8.11]

 

The Syslog Collector can operate as a stand-alone service, or you can install it as a vCenter Server–integrated instance. If you install it as a vCenter Server–integrated instance, you’ll be able to view ESXi host logging settings from within the vSphere Client, as I’ll show you later in this section. If you do plan to install it as a vCenter Server–integrated instance, you should install it either on the vCenter Server itself or on a Windows Server–based computer in the same domain as the vCenter Server system.
 

Perform these steps to install the Syslog Collector:
 


1. Log into a Windows Server–based system as a user with administrative credentials.


2. Insert the vCenter Server installation medium, either by physically inserting it into the computer or by attaching it as a virtual CD/DVD to the appropriate VM.


3. If the vCenter Server Installer does not auto-launch, double-click the CD/DVD drive in My Computer to start the installer.


4. From the vCenter Server Installer, select VMware Syslog Collector; then click Install.


5. Select the language for the installer; then click OK.


6. At the first screen of the VMware Syslog Collector installation wizard, click Next to get started.


7. Click Next to accept the End-User Patent Agreement.


8. Select I Accept The Terms Of The License Agreement, and click Next.


9. If you need to make changes to the installation directory or the log repository, click the appropriate Change button to select an alternate location.


10. If necessary, enter alternate values for the size of the log file before rotation and the number of log rotations to keep. In most instances, the default settings should be fine. Click Next to continue.


11. Select Standalone Installation to install VMware Syslog Collector without vCenter Server integration, or select VMware vCenter Server Installation to provide integration into vCenter Server (recommended). Click Next.


12. If you selected VMware vCenter Server Installation in the previous step, supply the IP address or hostname of the vCenter Server instance with which this installation should integrate. You’ll also need to supply a username and password to authenticate to the vCenter Server computer. Click Next to continue when you’re ready.


13. Click Next to accept the default port values and protocols, unless you know you have a specific reason to change them.


14. Click Next when prompted for how the Syslog Collector should identify itself on the network.


The installation wizard will complete the installation of the VMware Syslog Collector.

 

15. Click Finish to complete the installation.




 

If you selected a vCenter-integrated installation, the next launch of the vSphere Client will show an additional icon on the home screen, as you can see in Figure 8.12.
 


Figure 8.12 The Syslog Collector installation adds the Network Syslog Collector icon on the home screen.
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Click the Network Syslog Collector icon for a list of the ESXi hosts that are currently logging to that collector. At first, the list will be empty because you haven’t yet configured syslog on your ESXi hosts. That is the topic of the next section.
 

Configuring Syslog on ESXi Hosts
 

You have three different options for configuring syslog on your ESXi hosts:
 

 

 
	You can use the vSphere Client.
 

 
	You can use an installation of the vCLI, such as the vMA.
 

 
	You can use PowerShell.
 


 

In this section I’ll focus only on using the vSphere Client and using the vCLI through the vMA.
 

Configuring Syslog with the vSphere Client
 

The syslog configuration for an ESXi host is part of the advanced settings accessible through the vSphere Client.
 

Perform these steps to configure syslog on an ESXi host using the vSphere Client:
 


1. Launch the vSphere Client and log in to either an ESXi host or a vCenter Server instance.


You can change the advanced setting for the syslog configuration logged directly into an ESXi host or into vCenter Server.

 

2. Select an ESXi host from the inventory screen (if you are using vCenter Server, you might need to navigate to the Hosts And Clusters inventory view first).


3. Select the Configuration tab; then click Advanced Settings under the Software section.


This opens the Advanced Settings dialog box.

 

4. Navigate down through the list until you get to Syslog.


5. Expand Syslog and select Global.


6. Set the value of Syslog.global.logHost to the IP address or DNS name of the server where you installed the VMware Syslog Collector.


Figure 8.13 shows a DNS name specified for the loghost.

 

7. Click OK to save the change to the advanced setting.




 


Figure 8.13 The value of Syslog.global.logHost should be set to the IP address or DNS name of a syslog server, such as the VMware Syslog Collector.
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Because this is a per-ESXi host setting, you’ll need to repeat this process with each ESXi host that should send its logs to this instance of the Syslog Collector.
 

In addition to using the vSphere Client, you can also perform this configuration from the CLI, as I’ll show you in the next section.
 

Configuring Syslog with the vMA
 

Perform these steps to configure an ESXi host’s syslog settings with the vMA:
 


1. Using PuTTY.exe (Windows) or a terminal window (Linux or Mac OS X), establish an SSH session to the vMA.


2. From the vMA command prompt, use this command:



 

esxcli --server=vCenter Server --vihost=ESXi host --username=Administrative
user account system syslog config set --loghost=Syslog Collector server



 



 

If your vCenter Server is vcenter-01.v12nlab.net, your ESXi host is pod-1-blade-5 .v12nlab.net, your administrative username is Administrator, and your syslog server is syslog.v12nlab.net, the command would look like this:

 


 

esxcli --server=vcenter-01.v12nlab.net --vihost=pod-1-blade-5.v12nlab.net
--username=administrator system syslog config set --loghost=syslog.v12nlab.net



 



 

3. Repeat this process for each ESXi host, changing the value of the --vihost parameter as necessary.




 

Once you’ve configured all your ESXi hosts with the correct setting, selecting the Network Syslog Collector icon on the home screen of the vSphere Client will display a list of the hosts that are logging to this collector, as shown in Figure 8.14.
 


Figure 8.14 Each ESXi host will log to a separate subdirectory on the Syslog Collector host, as shown here in the vSphere Client.
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To view the actual logs, you’ll need to navigate to the configured log directory on the syslog collector; there is no facility within the vSphere Client to examine the ESXi host logs.
 

I’ll wrap up this section on ESXi host security with a quick look at some final security recommendations.
 

Reviewing Other ESXi Security Recommendations
 

In addition to all the security recommendations I’ve made so far with regard to ESXi hosts, there are some other recommended practices that you should also follow:
 

 

 
	Set a root password for the ESXi host. You can set the root password, if it has not already been set, via the server’s console by pressing F2. More information on working with the ESXi console is available in Chapter 2.
 

 
	Use host profiles in vCenter Server. Host profiles can help ensure that the configuration of the ESXi hosts does not drift or change from the settings specified in the host profile. I discussed host profiles in Chapter 3, “Installing and Configuring vCenter Server.”
 

 
	Enable Lockdown Mode for your ESXi hosts. Enabling Lockdown Mode disables console-based user access and direct access via the vSphere Client. Root access via the vSphere Management Assistant (vMA) is also restricted.
 


 

Now that you’ve looked at the various ways to secure your ESXi hosts, it’s time to move on to securing vCenter Server, the second major component in your vSphere environment.
 

Securing vCenter Server
 

For the most part, discussing how to secure vCenter Server entails discussing how to secure the underlying OS. For environments that have deployed the Windows Server–based version of vCenter Server, this means securing Windows Server. For environments using the Linux-based vCenter Server virtual appliance, it means securing SuSE Linux. Because it’s a virtual appliance, though, there isn’t a lot that you can do to secure the preinstalled SuSE Linux instance.
 

Securing Windows Server — for those environments running the Windows Server–based version of vCenter Server — is a topic that has been discussed many, many times, so I won’t go into great detail here. Some of the more common security recommendations include the following:
 

 

 
	Stay current on all Windows Server patches and updates. This helps protect you against potential security exploits.
 

 
	Harden the Windows Server installation using published best practices and guidelines from Microsoft.
 


 

In addition to these standard security recommendations, I can offer a few other security recommendations that are specific to vCenter Server:
 

 

 
	Be sure to stay current on vCenter Server patches and updates.
 

 
	Place the vCenter Server backend database on a separate system (physical or VM), if possible, and follow recommended practices to secure the separate system.
 

 
	If you are using Windows authentication with SQL Server, use a dedicated service account for vCenter Server — don’t allow vCenter Server to share a Windows account with other services or applications.
 

 
	Be sure to secure the separate database server and backend database using published security practices from the appropriate vendor. This includes securing the database server itself (Microsoft SQL Server, IBM DB2, or Oracle) as well as the underlying OS for that database server (Windows Server, Linux, or other).
 

 
	Replace the default vCenter Server self-signed SSL certificate with a valid SSL certificate from a trusted root authority.
 


 

In addition to these recommendations, there are also some other steps you should take to ensure that vCenter Server — and the infrastructure being managed by vCenter Server — is appropriately secured and protected.
 

Once again using the AAA model as a rough structure for the security discussion, I’ll start with a review of vCenter Server authentication.
 

Authenticating Users against vCenter Server
 

As with ESXi, users will need to authenticate against vCenter Server in order to perform any tasks. How you handle that authentication depends on which version of vCenter Server you’ve deployed in your environment. If you’ve deployed the Windows Server–based version of vCenter Server, then you must rely on Windows authentication; generally, this means Active Directory, although you could manage users and groups locally on the vCenter Server computer itself. If you’ve deployed the Linux-based vCenter Server virtual appliance, then you have the option of using either Network Information Service (NIS) or Active Directory. Because the Windows Server–based version and the Linux-based virtual appliance share Active Directory in common, I’ll focus on the use of Active Directory in this discussion of authentication.
 

In this section, I’ll cover these three topics:
 

 

 
	Configuring vCenter Server on Windows Server for authentication against Active Directory
 

 
	Configuring the vCenter Server virtual appliance for authentication against Active Directory
 

 
	Understanding how vCenter Server authenticates against ESXi
 


 


  




















































Configuring vCenter Server on Windows Server for Active Directory
 

When using vCenter Server on Windows Server, leveraging Active Directory is pretty simple: join the computer to an Active Directory domain before installing vCenter Server, and vCenter Server will — by virtue of how Windows integrates with Active Directory — automatically be able to take advantage of users and groups stored within Active Directory. If you choose not to join Active Directory, then the Windows-based version of vCenter Server will be able to use only user accounts and groups defined locally on that Windows Server–based system.
 

There is one configuration issue, however, with the default installation of vCenter Server onto a computer that is an Active Directory domain member. When vCenter Server is installed as a member server in an Active Directory domain, the default settings in vCenter Server extend permissions to users within Active Directory that aren’t necessarily involved in the administration of the vSphere environment. Generally speaking, you only want to assign permission to those users who actually need it; this is part of the “principle of least privilege,” a key concept in computer security.
 

The issue is this: by default, the local Administrators group — this is the Windows group defined locally on that specific Windows server — is given the Administrator role in vCenter Server (I’ll discuss vCenter Server roles in more detail in the section “Managing vCenter Server Permissions”). This permission assignment happens at the vCenter Server object and propagates down to all child objects. Because the Domain Admins Domain Local group is a member of the local Administrators group, this means that the Domain Admins group is also given the Administrator role in vCenter Server. It has been my experience that in many organizations there are members of the Domain Admins group who don’t have anything to do with the virtualization infrastructure. Granting those users privileges inside vCenter Server is a violation of security best practices; removing the default permissions for Domain Admins in vCenter Server is, therefore, a good idea.
 

Perform the following steps to remove the default permissions for Domain Admins in vCenter Server:
 


1. In Active Directory, create a Domain Local group named vSphere Administrators (or something similar).


ESXi integration into Active Directory requires the presence of a group named ESX Admins; you could leverage this group here as well. Make the appropriate Active Directory domain user accounts members of this group. At the very least, be sure to place your own account in this group.

 

2. Log on to the vCenter Server computer as Administrator.


3. Create a local group, using the Local Users and Groups management console, named vSphere Admins, vCenter Admins, ESX Admins, or something similar.


This group is separate from the group created in Active Directory; this is a local group on the vCenter Server computer.

 

4. Add the Active Directory Domain Local group created in step 1 to this new local group. Also add the local Administrator account to this group.


5. Launch the vSphere Client, if it is not already running, and connect to the appropriate vCenter Server instance.



Lather, Rinse, Repeat

 

For multiple vCenter Server instances, you’ll want to repeat this process on each vCenter Server. That is, you’ll need to create a local group on each computer running vCenter Server, add the Domain Local group, and repeat the permissions assignment using the vSphere Client.

 




 

6. In the inventory tree on the left, select the vCenter Server object at the top of the tree.


7. Click the Permissions tab.


8. Right-click a blank area of the Permissions tab, and select Add Permission.


9. Add the local group you created in step 3, and assign that group the Administrator role. Be sure that the Propagate To Child Objects check box is selected.


10. Click OK to return to the Permissions tab. The new permission should be listed there.


11. Right-click the permission for Administrators, and select Remove. Click Yes in the dialog box prompting you for confirmation.




 

This removes the local Administrators group — and by extension the Domain Admins group — from the Administrator role on the vCenter Server object. Moving forward, only members of the Domain Local group you created will have permission within vCenter Server. You can add or remove users to that Domain Local group to control access to vCenter Server.
 

Of course, you will also want to create Active Directory groups to match up to other roles — custom or predefined — that you’re using within vCenter Server to grant privileges to specific objects.
 

In the next section, I’ll cover how to configure the vCenter Server virtual appliance for use with Active Directory.
 

Configuring the vCenter Server Virtual Appliance for Active Directory
 

Two steps are required to leverage Active Directory with the Linux-based vCenter Server virtual appliance:
 


1. Enable Active Directory integration on the virtual appliance itself.


2. Add appropriate permissions to the vCenter Server hierarchy to allow Active Directory accounts to log in and manage the inventory objects.




 

Let’s look at each of these steps.
 

Enabling Active Directory Integration on the Virtual Appliance
 

To enable the Active Directory integration of the virtual appliance, use the management interface of the virtual appliance. The vCenter Server virtual appliance offers a web-based management interface accessible on port 5480 of the IP address assigned to the virtual appliance. For example, if you assigned the IP address 10.1.1.100 to the virtual appliance, you could access the web-based management interface at https://10.1.1.100:5480. At this point, you’ll be prompted to log into the virtual appliance. The default login credentials are username root and password vmware.
 

Perform these steps to enable Active Directory integration after you’ve logged into the management interface:
 


1. From the main web-based management screen, click the Authentication tab.


2. Select Active Directory.


3. Select Active Directory Enabled.


4. Supply the name of the Active Directory domain name and the username and password of an account that has permission to join the virtual appliance to the domain.


5. Click Save Settings.


This screen notes that any change to the Active Directory configuration will require a restart of the virtual appliance, so the next step is to reboot the virtual appliance.

 

6. Select the System tab.


7. Click the Reboot button. When prompted for confirmation, select Reboot.




 

The virtual appliance will reboot.
 

You can monitor the progress of the reboot using the VM console within the vSphere Client. Once the virtual appliance has rebooted successfully, you can test the Active Directory integration by logging into the virtual appliance’s web-based management interface using Active Directory credentials. You can use either the domain\username or the username@domain syntax to log in.
 

If the login is successful, you’re ready to proceed to the next step. If not, you’ll need to troubleshoot the Active Directory integration. The vCenter Server virtual appliance supports SSH logins, so you can log in via SSH and review the logs to see what errors were logged during the configuration.
 

If you’re having problems with Active Directory integration, review the following list:
 

 

 
	Verify that the time on the virtual appliance is synchronized with the time on the Active Directory domain controllers.
 

 
	Ensure that the virtual appliance is able, via DNS, to resolve the domain name and locate the Active Directory domain controllers. This typically means using the same DNS servers that Active Directory uses.
 

 
	Verify that there is no firewall between the virtual appliance and the Active Directory domain controllers or that all necessary traffic is permitted through any firewalls that are present.
 


 

Once you’ve verified that the Active Directory integration is working, you’re ready to proceed with the second step in configuring the vCenter Server virtual appliance for Active Directory.
 

Adding Permissions for Active Directory Users or Groups
 

Although you’ve successfully configured the Active Directory integration for the vCenter Server virtual appliance, you still can’t use any Active Directory credentials to log in using the vSphere Client. In order to log in via the vSphere Client, you must first grant access to one or more Active Directory users or groups within the vCenter Server hierarchy.
 

Perform these steps to grant permissions to an Active Directory user or group in order to log into the vCenter Server virtual appliance via the vSphere Client:
 


1. Launch the vSphere Client, if it is not already running.


2. Specify the DNS name or IP address of the vCenter Server virtual appliance in the IP Address/Name field.


3. Specify the username root and the password vmware, and click Login to log in to the vCenter Server virtual appliance.


4. Select the vCenter Server object from the inventory pane; then click the Permissions tab.


5. Right-click a blank area of the Permissions tab and select Add Permission.


6. In the Assign Permissions dialog box, click the Add button.


7. From the Domain drop-down box, select the Active Directory domain.


8. Find the user or group to add, click the Add button, and then click OK.


I recommend against using a specific user account here; instead, leverage a security group within Active Directory. Recall that ESXi integration into Active Directory requires a security group called ESX Admins; you might want to leverage that group here as well.

 

9. In the Assign Permissions dialog box, select Administrator from the Assigned Role drop-down list, and make sure that Propagate To Child Objects is selected.


This ensures that the selected Active Directory users and/or groups have the Administrator role within the vCenter Server virtual appliance. By default, only the predefined root account has this role.

 

10. Click OK to return to the vSphere Client.




 

After completing this process, you’ll now be able to log into the vCenter Server virtual appliance with the vSphere Client using an Active Directory username and password. You’re all set — the vCenter Server virtual appliance is configured to use Active Directory.
 

Before I move on to the topic of managing permissions within vCenter Server, one quick item that I’d like to discuss pertains to how vCenter Server interacts with ESXi hosts. I think it’s important to understand how vCenter Server uses a special user account as a proxy account for managing your ESXi hosts.
 

Understanding the vpxuser Account
 

In the first section of this chapter, I showed you how the ESXi security model employs users, groups, roles, privileges, and permissions. I also showed you how to manage local users and groups or to integrate your ESXi hosts with Active Directory.
 

As you’ll see in the section “Managing vCenter Server Permissions,” vCenter Server uses the same user/group-role-privilege-permission security model. When vCenter Server is present, all activities are funneled through vCenter Server using Windows accounts that have been assigned a role that has, in turn, been assigned to one or more inventory objects as a permission. This combination of Windows account, role, and inventory object creates a permission that allows (or disallows) the user to perform certain functions. The user accounts exist in Active Directory (or on the vCenter Server computer itself), not on the ESXi hosts, and the permissions and roles are defined within vCenter Server, not on the ESXi hosts. Because the user doesn’t log into the ESXi host directly, this minimizes the need for many local user accounts on the ESXi host and thus provides better security. Alas, there still is a need, however small or infrequent, for local accounts on an ESXi host used primarily for administration, which is why I talked earlier about managing local users and groups and integrating ESXi authentication into Active Directory.
 

Because the user accounts exist outside the ESXi hosts, and because the roles, privileges, and permissions are defined outside the ESXi hosts, when you use vCenter Server to manage your virtual infrastructure, you are really only creating a task and not directly interacting with the ESXi hosts or the VMs. This is true for any user using vCenter Server to manage hosts or VMs. For instance, Shane, an administrator, wants to log into vCenter Server and create a new VM. Shane first needs the proper role — perhaps a custom role you created specifically for the purpose of creating new VMs — assigned to the proper inventory object or objects within vCenter Server.
 

Assuming the correct role has been assigned to the correct inventory objects — let’s say it’s a resource pool — Shane has what he needs to create, modify, and monitor VMs. But does Shane’s user account have direct access to the ESXi hosts when he’s logged into vCenter Server? No, it does not. In fact, a proxy account is used to communicate Shane’s tasks to the appropriate ESXi host or VM. This account, vpxuser, is the only account that vCenter Server stores and tracks in its backend database.
 


vpxuser Security

 

The vpxuser account and password are stored in the vCenter Server database and on the ESXi hosts. The vpxuser account is used to communicate from a vCenter Server computer to an ESXi host. The vpxuser password consists of 32 (randomly selected) characters, is encrypted using SHA1 on an ESXi host, and is obfuscated on vCenter Server. Each vpxuser password is unique to the ESXi host being managed by vCenter Server.

 

No direct administrator intervention is warranted or advised for this account because that would break vCenter Server functions needing this account. The account and password are never used by humans, and they do not have shell access on any ESXi hosts. Thus, it isn’t necessary to manage this account or include it with normal administrative and regular user account security policies.

 




 

Anytime vCenter Server polls an ESXi host or an administrator creates a task that needs to be communicated to an ESXi host, the vpxuser account is used. On the ESXi hosts that are managed by vCenter Server, the vpxuser account exists (it’s created automatically by vCenter Server; this is why vCenter Server asks you for the root password when adding a host to the inventory) and is assigned the Administrator role. This gives the vpxuser account the ability to perform whatever tasks are necessary on the individual ESXi hosts managed by vCenter Server. When a user logs into vCenter Server, vCenter Server applies its security model (roles, privileges, and permissions) to that user, ensuring that the user is only permitted to perform the tasks for which they are authorized. On the backend, though, all these tasks are proxied onto the individual ESXi hosts as vpxuser.
 

You should now have a good idea of what’s involved in vCenter Server authentication. I’d like to focus now on vCenter Server permissions, which control what users are allowed to do after they’ve authenticated to vCenter Server.
 

Managing vCenter Server Permissions
 

The security model for vCenter Server is identical to that explained in the previous section for an ESXi host: take a user or group and assign them to a role (which has one or more privileges assigned) for a specific inventory object. The key difference is that vCenter Server enables new objects in the inventory hierarchy that aren’t possible with individual ESXi hosts. This would include objects like clusters and folders (both of which I discussed in Chapter 3). vCenter Server also supports resource pools (which I introduced in the section “Using Resource Pools to Assign Permissions” and which I’ll discuss in greater detail in Chapter 11). vCenter Server also allows you to assign permissions in different ways; for example, an ESXi host has only one inventory view, while vCenter Server has the Hosts And Clusters inventory view, VMs And Templates inventory view, Datastores And Datastore Clusters inventory view, and Networking inventory view. Permissions — the assignment of a role to one or more inventory objects — can occur in any of these views.
 

As you can see, this means that vCenter Server allows vSphere administrators to create much more complex permissions hierarchies than you could create using only ESXi hosts.
 

Recall that a key part of the security model is the role — the grouping of privileges that you assign to a user or group in a permission. Let’s take a closer look at the predefined roles that come with vCenter Server.
 

Reviewing vCenter Server’s Roles
 

Where the ESXi host is quite limited in its default roles, vCenter Server provides more default roles, thereby offering a much greater degree of flexibility in constructing access control. Although both security models offer the flexibility of creating custom roles, ESXi includes three default roles, while vCenter Server provides nine default roles, including the same three offered in ESXi. Figure 8.15 details the default vCenter Server roles. These roles are visible from within the vSphere Client by selecting View → Administration → Roles.
 


Figure 8.15 The vCenter Server default roles offer much more flexibility than an individual ESXi host.
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As you can see, VMware provides a large number of roles in a default vCenter Server installation. Remember, just like the default ESXi roles, vCenter Server will prevent you from modifying the No Access, Read-Only, and Administrator roles — you must clone them in order to customize them. Once you clone one of the built-in roles, you can customize the privileges assigned to that role to meet your specific needs.
 

The key to using these roles effectively is to understand the functions of each of the roles that VMware provides:
 


No Access This role is just what it sounds like — it permits a user or group no access. But why do you need it? The idea behind this role is to prevent a user or group that has permissions at some point higher in the hierarchy from having permissions on the object to which this role is assigned. For instance, you may have granted Eileen the Virtual Machine User role at the datacenter level, which would allow her to administer all of the VMs in the datacenter, but there is a security concern about her having access to one of the accounting VMs in that datacenter. You could assign Eileen to the No Access role on the Accounting VM, which would effectively supersede her Virtual Machine User privileges.

 

Read-Only Read-Only allows users to see the vCenter Server inventory. It does not allow them to interact with any of the VMs in any way through the vSphere Client or the web client except to see the power status of each VM in the inventory where they have the Read-Only role applied.

 

Administrator A user assigned to an object with the Administrator role will have full administrative capabilities over that object in vCenter Server. Note that this does not grant any privileges within the guest OSes installed inside the VMs. For instance, a user assigned the Administrator role for a VM may be able to change the RAM assigned to the VM and alter its performance parameters (Shares, Reservations, and Limits) but may not even have the permissions to log into that VM unless that user has been granted that right from within the guest OS.

 

The Administrator role can be granted at any object level in the hierarchy, and the user or group that is assigned the role at that level will have vCenter Server administrative privileges over that object and (if the inheritance box is selected) any child objects in the hierarchy.

 



 

Aside from the No Access, Read-Only, and Administrator roles, the rest of the roles are sample roles. These are intended to provide vSphere administrators with an idea of how to structure roles and permissions to model the appropriate administrative structure.
 


Virtual Machine Power User (Sample) The Virtual Machine Power User sample role assigns permissions to allow a user to perform most functions on VMs. This includes tasks such as configuring CD and floppy media, changing the power state, taking and deleting snapshots, and modifying the configuration. These permissions apply only to VMs. The idea here is, as an example, if users are granted this role at a datacenter level, they would only be able to manage VMs in that datacenter and would not be able to change settings on objects such as resource pools in that datacenter.

 

Virtual Machine User (Sample) The Virtual Machine User sample role grants the user the ability to interact with a VM but not the ability to change its configuration. Users can operate the VM’s power controls and change the media in the virtual CD-ROM drive or floppy drive as long as they also have access to the media they want to change. For instance, a user who is assigned this role for a VM will be able to change the CD media from an ISO image on a shared storage volume to their own client system’s physical CD-ROM drive. If you want them to have the ability to change from one ISO file to another (both stored on a Virtual Machine File System [VMFS] volume or Network File System [NFS] volume), they will also need to be granted the Browse Datastore permission at the parent of the datastore object in the vCenter Server hierarchy — usually the datacenter that the ESX/ESXi host is located in.

 

Resource Pool Administrator (Sample) The Resource Pool Administrator sample role grants the user the ability to manage and configure resources with a resource pool including VMs, child pools, scheduled tasks, and alarms.

 

VMware Consolidated Backup User (Sample) As the role name suggests, the VMware Consolidated Backup sample role grants the user the privileges required for performing a backup of a VM using VCB.

 

Datastore Consumer (Sample) The Datastore Consumer sample role is targeted at users who need only a single permission: the permission to allocate space from a datastore. Clearly, this role is very limited.

 

Network Consumer (Sample) Similar to the Datastore Consumer role, the Network Consumer sample role has only a single permission, and that is the permission to assign networks.

 



 

These default roles provide a good starting point, but they won’t meet every company’s needs. If you need something more than what is provided by default, you’ll need to create a custom role. I describe this process in the next section.
 

Working with vCenter Server Roles
 

What if the default roles supplied with vCenter Server don’t provide you with the necessary functionality for a particular grouping of users? Well, it depends on what the problem is. Let’s take the most basic problem. You’ve chosen a best-fit role to assign a user privileges, but the role you’ve selected lacks a key permission, or perhaps the role you’ve selected grants a few permissions that you don’t want included. To get the exact fit you need, you can simply clone the role and then customize the cloned role.
 

Perform the following steps to clone a role in vCenter Server:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to the Roles area using the menu, the navigation bar, or the keyboard shortcut.


3. Right-click the role that you want to clone, and select Clone from the context menu.




 

After you’ve cloned the role, you can add or remove privileges as needed. I described the process of editing a role in the section “Editing and Removing Roles.”
 


Leave the Built-In Roles Intact

 

I recommend leaving all of the built-in roles intact and unmodified. vCenter Server prevents you from modifying the No Access, Read-Only, and Administrator roles but does not prevent you from modifying the rest of the roles. To help avoid confusion among multiple administrators, I recommend leaving the built-in roles intact and cloning them to a new custom role instead.

 




 

Understanding vCenter Server Privileges
 

Roles are very useful, but now that you’ve started to peek into the properties of the roles and how to edit roles, you also need to understand each of the privileges and what they do for you in terms of customizing roles. Remember that privileges are individual tasks that are assigned to roles. Without privileges assigned, roles are useless, so it’s important to understand the privileges available within vCenter Server.
 

This is a rather long list of privileges, but it’s broken down into some general categories, so let’s look at what each of the categories means in general terms:
 


Alarms Controls the ability to create, modify, delete, disable, and acknowledge vCenter Server alarms.

 

Auto Deploy Controls the ability to use vSphere Auto Deploy for dynamically provisioning ESXi hosts at boot time.

 

Datacenter Controls the ability to create, delete, move, and rename datacenters inside vCenter Server. The privilege for working with an IP pool is also found in the Datacenter category.

 

Datastore Controls who can access files stored on an ESXi attached volume. This permission needs to be assigned at the parent object of the ESXi host itself — for instance, a datacenter, an ESXi cluster, or a folder that contains ESXi hosts.

 

Datastore Cluster Controls who is permitted to configure a datastore cluster (used with profile-based storage and Storage DRS).

 

Distributed Virtual Port (dvPort) Group Controls who can create, delete, or modify distributed virtual port groups on distributed virtual switches.

 

ESX Agent Manager Controls the ability to view, configure, or modify ESX host agents.

 

Extension Controls the ability to register, update, or unregister extensions in vCenter Server. An example of an extension is vSphere Update Manager (VUM).

 

Folder Controls the creation, deletion, and general manipulation of folders in the vCenter Server hierarchy.

 

Global Includes the ability to manage vCenter Server license settings and server settings such as SNMP and SMTP.

 

Host Controls what users can do with ESXi hosts in the inventory. This includes tasks such as adding and removing ESXi hosts from the inventory, changing the host’s memory configuration, or changing the firewall settings.

 

Host Profile Controls creating, editing, deleting, or viewing host profiles.

 

Inventory Service Controls who can access the tagging capabilities of the vCenter Inventory Service.

 

Network Controls the configuration or removal of networks from the vCenter Server inventory.

 

Performance Controls the ability of users to modify the intervals at which the performance chart information is displayed on the Performance tab of an object.

 

Permissions Controls who has the ability to modify the permissions assigned to a role and who can manipulate a role/user combination for a particular object.

 

Profile-Driven Storage Controls who can view and update profile-driven storage.

 

Resource Controls resource pool manipulation, including creating, deleting, or renaming the pool; also controls migration by using vMotion and applying DRS recommendations.

 

Scheduled Task Controls the configuration of tasks and the ability to run a task that is scheduled inside vCenter Server.

 

Sessions Controls the ability to view and disconnect vSphere Client sessions connected to vCenter Server and to send a global message to connected vSphere Client users.

 

Storage Views Controls changing the server configuration and looking at storage views.

 

Tasks Controls the ability to create or update tasks.

 

vApp Controls the configuration and management of vApps, such as the ability to add VMs to a vApp; clone, create, delete, export, or import a vApp; power on or power off the vApp; or view the Open Virtualization Format (OVF) environment.

 

Virtual Machine Controls the manipulation of VMs in the vCenter Server inventory, including the ability to create, delete, or connect to the remote console of a VM; controls the power state of a VM; controls the ability to change floppy and CD media and to manipulate templates, among other privileges.

 

VRMPolicy Controls settings around virtual rights management (VRM). VRM centers on the management of security policies and access controls for VMs.

 

vService Controls the ability to create, remove, or modify vService dependencies with vApps.

 

vSphere Distributed Switch Controls the right to create, delete, modify, or move vSphere Distributed Switches; add or remove ESXi hosts; and configure ports on a distributed virtual switch.

 



 

How these various privileges are assigned to roles is what really matters. As you saw earlier, vCenter Server ships with some default roles already defined. Some of these — namely, the No Access, Read-Only, and Administrator roles — are fairly well understood and cannot be modified. The other predefined roles are listed in Table 8.1 along with the privileges that are assigned to each role by default.
 

Table 8.1 Table of privileges for default roles
 


	Predefined Role
	Assigned Privileges



	Virtual Machine Power User
	Datastore → Browse Datastore 
Global → Cancel Task 
Scheduled Task → Create Tasks, Modify Task, Remove Task, Run Task 
Virtual Machine → Configuration → Add Existing Disk, Add New Disk, Add or Remove Device, Advanced, Change CPU Count, Change Resource, Disk Lease, Memory, Modify Device Settings, Remove Disk, Rename, Reset Guest Information, Settings, Upgrade Virtual Hardware 
Virtual Machine → Interaction → Acquire Guest Control Ticket, Answer Question, Configure CD Media, Configure Floppy Media, Console Interaction, Device Connection, Power Off, Power On, Reset, Suspend, VMware Tools Install 
Virtual Machine → State → Create Snapshot, Remove Snapshot, Rename Snapshot, Revert To Snapshot


	Virtual Machine User
	Global → Cancel Task 
Scheduled Task → Create Tasks, Modify Task, Remove Task, Run Task 
Virtual Machine → Interaction → Answer Question, Configure CD Media, Configure Floppy Media, Console Interaction, Device Connection, Power Off, Power On, Reset, Suspend, VMware Tools Install


	Resource Pool Administrator
	Alarms → Create Alarm, Modify Alarm, Remove Alarm 
Datastore → Browse Datastore 
Folder → Create Folder, Delete Folder, Move Folder, Rename Folder 
Global → Cancel Task, Log Event, Set Custom Attribute 
Permissions → Modify Permissions 
Resource → Assign Virtual Machine To Resource Pool, Create Resource Pool, Migrate, Modify Resource Pool, Move Resource Pool, Query vMotion, Relocate, Remove Resource Pool, Rename Resource Pool 
Scheduled Task → Create Tasks, Modify Task, Remove Task, Run Task 
Virtual Machine → Configuration → Add Existing Disk, Add New Disk, Add Or Remove Device, Advanced, Change CPU Count, Change Resource, Disk Lease, Memory, Modify Device Settings, Raw Device, Remove Disk, Rename, Reset Guest Information, Settings, Upgrade Virtual Hardware 
Virtual Machine → Interaction → Answer Question, Configure CD Media, Configure Floppy Media, Console Interaction, Device Connection, Power Off, Power On, Reset, Suspend, VMware Tools Install 
Virtual Machine → Inventory → Create From Existing, Create New, Move, Register, Remove, Unregister 
Virtual Machine → Provisioning → Allow Disk Access, Allow Read-Only Disk Access, Allow Virtual Machine Download, Allow Virtual Machine Files Upload, Clone Template, Clone Virtual Machine, Create Template From Virtual Machine, Customize, Deploy Template, Mark As Template, Mark As Virtual Machine, Modify Customization Specification, Read Customization Specifications 
Virtual Machine → State → Create Snapshot, Remove Snapshot, Rename Snapshot, Revert To Snapshot


	VMware Consolidated Backup User
	Virtual Machine → Configuration → Disk Lease 
Virtual Machine → Provisioning → Allow Read-Only Disk Access, Allow Virtual Machine Download 
Virtual Machine → State → Create Snapshot, Remove Snapshot


	Datastore Consumer
	Datastore → Allocate Space


	Network Consumer
	Network → Assign Network



 

As you can see, vCenter Server is very specific about the privileges you can assign to roles. Because these privileges are specific, this can sometimes complicate the process of granting users the ability to perform seemingly simple tasks within vCenter Server. Let’s review a couple of examples of how privileges, roles, and permissions combine in vCenter Server.
 


Delegating the Ability to Create Virtual Machines and Install a Guest OS

 

One common access control delegation in a virtual infrastructure is to give a group of users the rights to create VMs. After just browsing through the list of available privileges, it might seem simple to accomplish this. It is, however, more complex than meets the eye. Providing a user with the ability to create a VM involves assigning a combination of privileges at multiple levels throughout the vCenter Server inventory.

 




 

Combining Privileges, Roles, and Permissions in vCenter Server
 

So far, I’ve shown you all the pieces you need to know in order to structure vCenter Server to support your company’s management and operational requirements. How these pieces fit together, though, can sometimes be more complex than you might expect. In the next few paragraphs, I will walk you through an example of how these pieces fit together.
 

Here’s the scenario. Within your IT department, one group handles building all Windows servers. Once the servers are built, operational control of the servers is handed off to a separate group. Now that you have virtualized your datacenter, this same separation of duties needs to be re-created within vCenter Server. Sounds simple, right? You just need to configure vCenter Server so that this group has the ability to create VMs. This group is represented within Active Directory with a group object (this Active Directory group is named IT-Provisioning), and you’d like to leverage the Active Directory group membership to control who is granted these permissions within vCenter Server.
 

In the following steps, I’ve deliberately kept some of the items at a high level. For example, I don’t go into how to create a role or how to assign that role to an inventory object as a permission because those tasks are covered elsewhere in this chapter.
 

Perform the following steps to allow a Windows-based group to create VMs:
 


1. Use the vSphere Client to connect to a vCenter Server instance. Log in with a user account that has been assigned the Administrator role within vCenter Server.


2. Create a new role called VMCreator.


3. Assign the following privileges to the VMCreator role:




Datastore→Allocate Space


 


Virtual Machine→Inventory→Create New


 


Virtual Machine→Configuration→Add New Disk


 


Virtual Machine→Configuration→Add Existing Disk


 


Virtual Machine→Configuration→Raw Device


 


Resource→Assign Virtual Machine To Resource Pool


 


 

These permissions only allow the VMCreator role to create new VMs, not clone existing VMs or deploy from templates. Those actions would require additional privileges. For example, to allow this role to create new VMs from existing VMs you would add the following privileges to the VMCreator role:

 



Virtual Machine→Inventory→Create From Existing


 


Virtual Machine→Provisioning→Clone Virtual Machine


 


Virtual Machine→Provisioning→Customize


 


 

4. Add a permission on a folder, datacenter, cluster, or host for the Windows-based group (IT-Provisioning in my example) with the VMCreator role.


If you don’t assign the role to a datacenter object, then you’ll need to assign the role separately to a folder in the VMs And Templates view. Otherwise, you’ll run into an error when trying to create the VM.

 

Similarly, if you don’t assign the role to the datacenter object, then the group won’t have permission on any datastore objects. Datastore objects are children of the datacenter object, so permissions applied to a datacenter object will, by default, propagate to the datastores. Without permissions on at least one datastore object (either via propagation or via direct assignment), you’ll end up unable to create a new VM because you can’t choose a datastore in which to store the VM.

 

5. If you want or need the Windows-based group to see other objects within the vCenter Server hierarchy, then assign the group the Read-Only role on the applicable objects.


For example, if the group should see all objects within the datacenter, add the Read-Only role on the datacenter object.

 



 

At this point, the privileges for creating a VM are complete; however, the IT-Provisioning group does not have the rights to mount a CD/DVD image and therefore cannot install a guest OS. Therefore, more permissions are required in order to allow the IT-Provisioning group to not only create the VMs and put them in the right place within vCenter Server but also to install the guest OS within those VMs.
 

Perform the following steps to allow the Windows-based IT-Provisioning group to install a guest OS from a CD/DVD image file:
 


1. Use the vSphere Client to connect to a vCenter Server instance. Log in with a user account that has been assigned the Administrator role within vCenter Server.


2. Create a new role named GOS-Installers.


3. Assign the following privileges to the GOS-Installers role:




Datastore→Browse Datastore


 


Virtual Machine→Configuration


 


Virtual Machine→Interaction


 


 

4. Assign the desired Windows-based group (IT-Provisioning in my example) the GOS-Installers role on the datacenter, folder, cluster, or host, as applicable.


Keep in mind that you can’t have the same user or group with two different roles on the same object.

 



 

As you can see, the seemingly simple task of creating a VM actually involves a couple of different roles and a number of permissions. This is only a single example; there are obviously an almost infinite number of other configurations where you can create roles and assign permissions to the various objects within ESXi and vCenter Server.
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vCenter Server Permissions Interaction

 

In organizations, both large and small, users often belong to multiple groups, and those groups are assigned different levels of permissions on different objects. Let’s look at the effects of multiple group memberships and multiple permission assignments in the virtual infrastructure.

 

In one scenario, let’s look at the effective permissions when a user belongs to multiple groups that have different permissions on objects at different levels in the inventory. In the example, a user named Rick Avsom is a member of the Res_Pool_Admins and VM_Auditors Windows groups. The Res_Pool_Admins group is assigned membership in the Resource Pool Admins vCenter Server role, and the permission is set at the Production resource pool. The VM_Auditors group is assigned membership in the Read-Only vCenter Server role, and the permission is set at the Win2008-02 VM. The Win2008-02 VM resides within the Production resource pool.

 

When the user is logged on to the vCenter Server computer as Rick Avsom, the inventory reflects only the objects available to him through his permissions. Based on the permission assignment described, Rick Avsom will be able to manage the Production resource pool and will have full privileges over the Win2008-01 VM to which the Resource Pool Admin privileges are propagating. However, Rick Avsom will not be able to manage the Win2008-02 VM for which he is limited to Read-Only privileges. The outcome of this example is that users in multiple groups with conflicting permissions on objects lower in the inventory are granted only the permissions configured directly on the object.

 

Another common scenario is the effective permissions when a user belongs to multiple groups that have different permissions on the same objects. In this example, a user named Sue Rindlee is a member of the VM_Admins and VM_Auditors Windows groups. The VM_Admins group has been assigned membership in the Virtual Machine Power User vCenter Server role, and the VM_Auditors group is assigned membership in the Read-Only vCenter Server role. Both of these roles have been assigned permissions on the Production resource pool.

 

When the user is logged on to the vCenter Server computer as Sue Rindlee, the inventory reflects only the objects available to her through her permissions. Based on the permission assignment described, Sue Rindlee will be able to modify all of the VMs in the Production resource pool. This validates that Sue’s Virtual Machine Power User status through membership in the VM_Admin group prevails over the Read-Only status obtained through her membership in the VM_Auditors group.

 

The outcome of this scenario is that the effective permission is a cumulative permission when a user belongs to multiple groups with different permissions on the same object. Even if Sue Rindlee belonged to a group that had been assigned to the No Access vCenter Server role, her Virtual Machine Power User role would prevail. However, if Sue Rindlee’s user account was added directly to a vCenter Server object and assigned the No Access role, then she would not have access to any of the objects to which that permission has propagated.

 

Even with a good understanding of permission propagation, you should always proceed with caution and always maintain the principle of least privilege to ensure that no user has been extended privileges beyond those that are needed as part of a job role.

 




 

When delegating authority, it is always better to err on the side of caution. Do not provide more permissions than are necessary for the job at hand. Just as in any other information systems environment, your access-control implementation is a living object that will consistently require consideration and revision. Manage your permissions carefully, be flexible, and expect that users and administrators alike are going to be curious and will push their access levels to the limits. Stay a step ahead, and always remember the principle of least privilege.
 

I’ll conclude the section of vCenter Server security with a quick look at vCenter Server logging.
 

Examining vCenter Server Logging
 

As I mentioned in the section “Configuring ESXi Host Logging,” logging is an important part of security, as well as an extremely useful tool in troubleshooting. You’ve seen how to handle logging for ESXi; now let’s take a quick look at vCenter Server logging.
 

vCenter Server does not, unfortunately, have the ability to forward its logs to a centralized syslog server. However, the vSphere Client does provide a way to view the logs that vCenter Server generates. From the home screen of the vSphere Client, select System Logs under the Administration section to examine the logs. Figure 8.16 shows this section of the vSphere Client.
 


Figure 8.16 vCenter Server’s logs are visible from within the Administration section of the vSphere Client.
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This screen allows you to review the vCenter Server logs for additional information on tasks performed, actions requested, and configuration changes made.
 

From this screen, you can also export the system logs, a task I described earlier in Chapter 3.
 

In the next section of this chapter, I’ll shift the focus to securing the third and final component of your vSphere environment: the VMs.
 

Securing Virtual Machines
 

As with vCenter Server, any discussion of how to secure a VM is really a discussion of how to secure the guest OS within that VM. Entire books have been and are being written about how to secure Windows, Linux, Solaris, and the other guest OSes vSphere supports, so I won’t attempt to cover that sort of material here. I will provide two recommendations around securing VMs. One of these is specific to the vSphere virtualized environment, whereas the other is broader and more general.
 

First, I want to call your attention to the vSphere network security policies.
 

Configuring Network Security Policies
 

vSphere provides some outstanding virtual networking functionality, particularly with the addition of the vSphere Distributed Switch and the Cisco Nexus 1000V third-party distributed virtual switch. These virtual switches provide several different security-related policies you can set to help ensure that the security of your VMs is maintained. I discussed all these settings in Chapter 5, “Creating and Configuring Virtual Networks.”
 

The key security-related network security policies you can set in the vSphere virtual networking environment are as follows:
 

 

 
	Promiscuous mode
 

 
	MAC address changes
 

 
	Forged transmits
 


 

VMware recommends keeping all of these policies set to Reject. If there is a valid business need for one of these features to be allowed, you can use per-port group settings to enable the appropriate feature only for the specific VM or machines that require such functionality. One example I’ve used before is a network-based intrusion detection/intrusion prevention system (IDS/IPS). Rather than allowing promiscuous mode — required for most IDS/IPS to work — on the entire vSwitch, create a separate port group just for that VM and allow promiscuous mode on that port group only.
 

When considering the security of your VMs, be sure to keep these network security policies in mind, and be sure that they are configured for the correct balance of functionality versus security.
 

My next recommendation with regard to securing VMs is much more general but still a valid recommendation nevertheless.
 

Keeping VMs Patched
 

As with your ESXi hosts and your vCenter Server computer, it’s imperative to keep the guest OSes in your VMs properly patched. My experience has shown me that many security problems could have been avoided with a proactive patching strategy for the guest OSes in the VMs.
 

In vSphere 4.x, you could use vSphere Update Manager (then called vCenter Update Manager) to patch the guest OSes inside your VMs. In vSphere 5, this functionality has been removed, and vSphere Update Manager — covered in detail in Chapter 4 — focuses on keeping your ESXi hosts patched and up to date. It’s important, therefore, to deploy some sort of guest OS patching solution that will help you ensure your guest OSes remain patched and current with all vendor-supplied security fixes and updates. In the next chapter, I’ll delve into the process of creating and configuring VMs.
 

The Bottom Line
 

Configure and control authentication to vSphere.


Both ESXi and vCenter Server have authentication mechanisms, and both products have the ability to utilize local users and groups or users and groups defined in Active Directory. Authentication is a basic tenet of security; it’s important to verify that users are who they claim to be. You can manage local users and groups on your ESXi hosts using either the vSphere Client or the command-line interface (such as the vSphere Management Assistant). Both the Windows-based and the Linux-based virtual appliance versions of vCenter Server can leverage Active Directory for authentication as well.

 

Master It

 

You’ve asked an administrator on your team to create some accounts on an ESXi host. The administrator is uncomfortable with the command line and is having a problem figuring out how to create the users. Is there another way for this administrator to perform this task?

 

Manage roles and access controls.


Both ESXi and vCenter Server possess a role-based access control system that combines users, groups, privileges, roles, and permissions. vSphere administrators can use this role-based access control system to define very granular permissions that define what users are allowed to do with the vSphere Client against an ESXi host or a vCenter Server instance. For example, vSphere administrators can limit users to specific actions on specific types of objects within the vSphere Client. vCenter Server ships with some sample roles that help provide an example of how you can use the role-based access control system.

 

MasterIt

 

Describe the differences between a role, a privilege, and a permission in the ESXi/vCenter Server security model.

 

Control network access to services on ESXi hosts.


ESXi provides a network firewall that you can use to control network access to services on your ESXi hosts. This firewall can control both inbound and outbound traffic, and you have the ability to further limit traffic to specific source IP addresses or subnets.

 

Master It

 

Describe how you can use the ESXi firewall to limit traffic to a specific source IP address.

 

Master It

 

List a limitation of the built-in ESXi firewall.

 

Integrate with Active Directory.


All the major components of vSphere — the ESXi hosts, vCenter Server (both the Windows Server–based version and the Linux-based virtual appliance), as well as the vSphere Management Assistant — all support integration into Microsoft Active Directory. This gives vSphere administrators the option of using Active Directory as their centralized directory service for all major components of vSphere 5.

 

Master It

 

You’ve just installed a new ESXi host into your vSphere environment and you are trying to configure the host to enable integration with your Active Directory environment. For some reason, though, it doesn’t seem to work. What could be the problem?

 


  
Chapter 9
 

Creating and Managing Virtual Machines
 

The VMware ESXi hosts are installed, vCenter Server is running, the networks are blinking, the SAN is carved, and the VMFS volumes are formatted…let the virtualization begin! With the virtual infrastructure in place, you as the administrator must shift your attention to deploying the virtual machines.
 

In this chapter, you will learn to:
 

 

 
	Create a virtual machine
 

 
	Install a guest operating system
 

 
	Install VMware Tools
 

 
	Manage virtual machines
 

 
	Modify virtual machines
 


 

Understanding Virtual Machines
 

It is common for IT professionals to refer to a Windows or Linux system running on an ESXi host as a virtual machine (VM). Strictly speaking, this phrase is not 100 percent accurate. Just as a physical machine is a physical machine before the installation of an operating system, a VM is a VM before the installation of a guest operating system (the phrase “guest operating system” is used to denote an operating system instance installed into a VM). From an everyday usage perspective, though, you can go on calling the Windows or Linux system a VM. Any references you see to “guest operating system” (or “guest OS”) are instances of Windows, Linux, or Solaris—or any other supported operating system—installed in a VM.
 

If a VM is not an instance of a guest OS running on a hypervisor, then what is a VM? The answer to that question depends on your perspective. Are you “inside” the VM, looking out? Or are you “outside” the VM, looking in?
 

Examining Virtual Machines from the Inside
 

From the perspective of software running inside a VM, a VM is really just a set of virtual hardware selected for the purpose of running a guest OS instance.
 

So, what kind of virtual hardware makes up a VM? By default, VMware ESXi presents the following fairly generic hardware to the VM:
 

 

 
	Phoenix BIOS
 

 
	Intel motherboard
 

 
	Intel PCI IDE controller
 

 
	IDE CD-ROM drive
 

 
	BusLogic parallel SCSI, LSI Logic parallel SCSI, or LSI Logic SAS controller
 

 
	AMD or Intel CPU, depending upon the physical hardware
 

 
	Intel e1000 or AMD PCnet NIC
 

 
	Standard VGA video adapter
 


 

VMware selected this generic hardware to provide the broadest level of compatibility across the entire supported guest OSes. As a result, it’s possible to use commercial off-the-shelf drivers when installing a guest OS into a VM. Figure 9.1 shows a couple of examples of VMware vSphere providing virtual hardware that looks like standard physical hardware. Both the network adapter and the storage adapter—identified as an Intel Pro/1000MT and an LSI SAS 3000 series adapter, respectively—have corresponding physical counterparts, and drivers for these devices are available in many modern guest OSes.
 


Figure 9.1 VMware ESXi provides both generic and virtualization-optimized hardware for VMs.
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However, VMware vSphere may also present virtual hardware that is unique to the virtualized environment. Look back at the display adapter in Figure 9.1. There is no such physical card as a VMware SVGA II display adapter; this is a device that is unique to the virtualized environment. These virtualization-optimized devices, also known as paravirtualized devices, are designed to operate efficiently within the virtualized environment created by the vSphere hypervisor. Because these devices have no corresponding physical counterpart, guest OS–specific drivers have to be provided. VMware Tools, described later in this chapter in the section titled “Installing VMware Tools,” satisfies this function and provides virtualization-optimized drivers to run these devices.
 

Just as a physical machine might have a certain amount of memory installed, a certain number of network adapters, or a particular number of disk devices, the same goes for a VM. A VM can include the following types and numbers of virtual hardware devices:
 

 

 
	Processors: Between one and 32 processors with vSphere Virtual SMP (the number of processors depends on your vSphere licenses)
 

 
	Memory: Maximum of 1 TB of RAM
 

 
	SCSI adapter: Maximum of four SCSI adapters with 15 devices per adapter for a total of 60 SCSI devices per VM; it’s possible to boot only from one of the first eight
 

 
	Network adapter: Maximum of 10 network adapters
 

 
	Parallel port: Maximum of three parallel ports
 

 
	Serial port: Maximum of four serial ports
 

 
	CD/DVD: Maximum of four CD/DVD drives (up to four IDE devices per VM, in any combination of CD/DVD drives or IDE hard drives)
 

 
	Floppy drive: Maximum of two floppy disk drives on a single floppy disk controller
 

 
	A single USB controller with up to 20 USB devices connected
 

 
	Keyboard, video card, and mouse
 


 

Hard drives are not included in the previous list because VM hard drives are generally added as SCSI devices. With up to four SCSI adapters and 15 SCSI devices per adapter, it is possible to attach 60 hard drives to a VM. If you are using IDE hard drives, then the VM is subject to the limit of four IDE devices per VM, as mentioned previously.
 


Size Limits for Virtual Hard Drives

 

The maximum size for any virtual hard drive presented to a VM is just shy of 2 TB. More precisely, it is 2 TB minus 512 B. That’s a lot of storage for just one VM!

 




 

There’s another perspective on VMs besides what the guest OS instance sees. There’s also the external perspective—what does the hypervisor see?
 

Examining Virtual Machines from the Outside
 

To better understand what a VM is, you must not just consider how a VM appears from the perspective of the guest OS instance (for example, from the “inside”), as I’ve just done. You must also consider how a VM appears from the “outside.” In other words, you must consider how the VM appears to the ESXi host running the VM.
 

From the perspective of an ESXi host, a VM consists of several types of files stored on a supported storage device. The two most common files that compose a VM are the configuration file and the virtual hard disk file. The configuration file—hereafter referred to as the VMX file—is a plain-text file identified by a .vmx extension, and it functions as the structural definition of the VM. The VMX file defines the virtual hardware that resides in the VM. The number of processors, the amount of RAM, the number of network adapters, the associated MAC addresses, the networks to which the network adapters connect, and the number, names, and locations of all virtual hard drives are stored in the configuration file.
 

Listing 9.1 shows a sample VMX file for a VM named win2k8r2-02.
 


Listing 9.1: Example virtual machine configuration (VMX) file



 
.encoding = “UTF-8”
config.version = “8”
virtualHW.version = “8”
pciBridge0.present = “TRUE”
pciBridge4.present = “TRUE”
pciBridge4.virtualDev = “pcieRootPort”
pciBridge4.functions = “8”
pciBridge5.present = “TRUE”
pciBridge5.virtualDev = “pcieRootPort”
pciBridge5.functions = “8”
pciBridge6.present = “TRUE”
pciBridge6.virtualDev = “pcieRootPort”
pciBridge6.functions = “8”
pciBridge7.present = “TRUE”
pciBridge7.virtualDev = “pcieRootPort”
pciBridge7.functions = “8”
vmci0.present = “TRUE”
hpet0.present = “TRUE”
nvram = “win2k8r2-02.nvram”
virtualHW.productCompatibility = “hosted”
powerType.powerOff = “soft”
powerType.powerOn = “hard”
powerType.suspend = “hard”
powerType.reset = “soft”
displayName = “win2k8r2-02”
extendedConfigFile = “win2k8r2-02.vmxf”
floppy0.present = “TRUE”
scsi0.present = “TRUE”
scsi0.sharedBus = “none”
scsi0.virtualDev = “lsisas1068”
memsize = “4096”
scsi0:0.present = “TRUE”
scsi0:0.fileName = “win2k8r2-02.vmdk”
scsi0:0.deviceType = “scsi-hardDisk”
ide1:0.present = “TRUE”
ide1:0.clientDevice = “TRUE”
ide1:0.deviceType = “cdrom-raw”
ide1:0.startConnected = “FALSE”
floppy0.startConnected = “FALSE”
floppy0.fileName = “”
floppy0.clientDevice = “TRUE”
ethernet0.present = “TRUE”
ethernet0.virtualDev = “e1000”
ethernet0.networkName = “VLAN19”
ethernet0.addressType = “vpx”
ethernet0.generatedAddress = “00:50:56:81:71:92”
disk.EnableUUID = “TRUE”
guestOS = “windows7srv-64”
uuid.bios = “42 01 8b cd d8 fa 79 09-b0 1e a6 66 e2 9f e3 2e”
vc.uuid = “50 01 d4 dc cc 97 66 3e-d3 92 07 d2 47 4d 2d a7”



 



 

Reading through the win2k8r2-01.vmx file, you can determine the following facts about this VM:
 

 

 
	From the guestOS line, you can see the VM is configured for a guest OS referred to as “windows7srv-64”; this corresponds to Windows Server 2008 R2 64-bit.
 

 
	Based on the memsize line, you know the VM is configured for 4 GB of RAM.
 

 
	The scsi0:0.fileName line tells you the VM’s hard drive is located in the file win2k8r2-02.vmdk.
 

 
	The VM has a floppy drive configured, based on the presence of the floppy0 lines, but it does not start connected (see floppy0.startConnected).
 

 
	The VM has a single network adapter configured to the VLAN19 port group, based on the ethernet0 lines.
 

 
	Based on the ethernet0.generatedAddress line, the VM’s single network adapter has an automatically generated MAC address of 00:50:56:81:71:92.
 


 

While the VMX file is important, it is only the structural definition of the virtual hardware that composes the VM. It does not store any actual data from the guest OS instance running inside the VM. A separate type of file, the virtual hard disk file, performs that role.
 

The virtual hard disk file, identified by a .vmdk extension and hereafter referred to as the VMDK file, holds the actual data stored by a VM. Each VMDK file represents a hard drive. For a VM running Windows, the first VMDK file would typically be the storage location for the C: drive. For a Linux system, it would typically be the storage location for the root, boot, and a few other partitions. Additional VMDK files can be added to provide additional storage locations for the VM, and each VMDK file would appear as a physical hard drive to the VM.
 

While I refer to a virtual hard disk file as “a VMDK file,” in reality there are two different files that compose a virtual hard disk. Both of them use the .vmdk extension, but each performs a very different role. One of these files is the VMDK header file, and the other is the VMDK flat file. There’s a good reason why I—and others in the virtualization space—refer to a virtual hard disk file as “a VMDK file,” though, and Figure 9.2 helps illustrate why.
 


Figure 9.2 The Datastore Browser in the vSphere Client shows only a single VMDK file.
 

[image: 9.2]

 

Looking closely at Figure 9.2, you’ll see only a single VMDK file listed. In actuality, though, there are two files, but to see them you must go to a command-line interface. From there, as shown in Figure 9.3, you’ll see the two different VMDK files: the VMDK header (the smaller of the two) and the VMDK flat file (the larger of the two and the one that has –flat in the filename).
 


Figure 9.3 There are actually two different VMDK files for every virtual hard disk in a VM, even though the vSphere Client shows only a single file.
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Of these two files, the VMDK header file is a plain-text file and is human-readable; the VMDK flat file is a binary file and is not human-readable. The VMDK header file contains only configuration information and pointers to the flat file; the VMDK flat file contains the actual data for the virtual hard disk. Naturally, this means that the VMDK header file is typically very small in size, while the VMDK flat file could be as large as the size of the configured virtual hard disk in the VMX. So, a 40 GB virtual hard disk could mean a 40 GB VMDK flat file, depending on other configuration settings you’ll see later in this chapter.
 

Listing 9.2 shows the contents of a sample VMDK header file.
 


Listing 9.2: Example VMDK header file



 
# Disk DescriptorFile
version=1
encoding=“UTF-8”
CID=d68134bc
parentCID=ffffffff
isNativeSnapshot=“no”
createType=“vmfs”

# Extent description
RW 83886080 VMFS “win2k8r2-02-flat.vmdk”

# The Disk Data Base
#DDB

ddb.adapterType = “lsilogic”
ddb.thinProvisioned = “1”
ddb.geometry.sectors = “63”
ddb.geometry.heads = “255”
ddb.geometry.cylinders = “5221”
ddb.uuid = “60 00 C2 92 fa bc c8 84-36 c7 b2 4a d1 d4 3d 9a”
ddb.longContentID = “446c3e35b2b8ccb9167deccad68134bc”
ddb.toolsVersion = “8352”
ddb.virtualHWVersion = “8”
ddb.deletable = “true”



 



 

There are several other types of files that make up a VM. For example, when the VM is running there will most likely be a VSWP file, which is a VMkernel swap file. You’ll learn more about VMkernel swap files in Chapter 11, “Managing Resource Allocation.” There will also be an NVRAM file, which stores the VM’s BIOS settings.
 

Now that you have a feel for what makes up a VM, let’s get started creating some VMs.
 

Creating a Virtual Machine
 

Creating VMs is a core part of using VMware vSphere, and VMware has made the process as easy and straightforward as possible. Let’s walk through the process, and I will explain the steps along the way.
 

Perform the following steps to create a VM:
 


1. If it’s not already running, launch the vSphere Client, and connect to a vCenter Server instance or an individual ESXi host.


2. In the inventory tree, right-click the name of a cluster, resource pool, or an individual ESXi host, and select the New Virtual Machine option, as shown in Figure 9.4. Alternatively, use the File menu or the Ctrl+N keyboard shortcut to launch the wizard.


3. When the Create New Virtual Machine wizard opens, select the Custom radio button, shown in Figure 9.5, and then click Next.


The Custom selection exposes a much greater set of options when creating a VM, such as the VM version, RAM, number of virtual CPUs, SCSI controller type, and more VM disk options. Once you’ve created several VMs and have a good understanding of the default values used and how to modify those values, you can use Typical instead of Custom. In the beginning, though, I recommend selecting Custom.

 

4. Type a name for the VM, select a location in the inventory where the VM should reside, and click Next.


5. If you selected a cluster without vSphere DRS enabled or you are running vSphere DRS in manual mode, you’ll need to select a specific host within the cluster on which to create the VM. Select an ESXi host from the list then click Next.



Logical Inventory and Physical Inventory

 

The inventory location you select when you create a new VM, as shown in Figure 9.6, is a logical location. This inventory location does not correspond to the server on which that VM will run or the datastore on which that VM will be stored. This logical inventory displays in the vSphere Client when you select VMs And Templates as the Inventory view.

 




 

6. Select a datastore where the VM files will be located.


As you can see in Figure 9.7, the vSphere Client shows a fair amount of information about the datastores (size, provisioned space, free space, type of datastore, VMFS version). However, the vSphere Client doesn’t show information such as IOPS capacity or other performance statistics. In Chapter 6, “Creating and Configuring Storage Devices,” I discussed profile-driven storage, which allows you to create VM storage profiles based on storage attributes provided to vCenter Server by the storage vendor (as well as user-defined storage attributes created and assigned by the vSphere administrator). In Figure 9.7, you can see the VM Storage Profile drop-down list, which lists the currently defined VM storage profiles. If no profiles are defined or if VM storage profiles are not enabled, this drop-down list will be disabled.

 

When you select a VM storage profile, the datastore listing will separate into two groups: compatible and incompatible. Compatible datastores are datastores whose attributes satisfy the VM storage profile; incompatible datastores are datastores whose attributes do not meet the criteria specified in the VM storage profile. Figure 9.8 shows a VM storage profile selected and a compatible datastore selected for this VM’s storage.

 

The use of VM storage profiles helps automate the process of incorporating the capabilities of the underlying storage arrays into VM storage placement decisions. This makes VM storage profiles extremely powerful and useful. For more information on VM storage profiles, refer to Chapter 6.

 

After you select a datastore, click Next.

 

7. Select a VMware VM version. vSphere 5.0 introduces a new VM hardware version, version 8. As with earlier versions of vSphere, previous VM hardware versions are also supported. If the VM you are creating will be shared with ESXi hosts running both version 4.1 and version 5, then choose version 7. If the VM you are creating will be used only with vSphere 5, then choose version 8. Click Next.



Running VMs from Previous Versions of ESXi

 

Unlike upgrades from previous major versions of ESX/ESXi, version 5 allows you to run VMs created in earlier versions of ESXi without any sort of upgrade process. Some readers may recall that the upgrade from ESX 2.x to ESX 3.x, for example, required a “DMotion” upgrade process or significant downtime for the VMs.

 

This is not to say that there won’t be any downtime for VMs when upgrading from earlier versions to vSphere 5, just that the downtime isn’t required to occur during the upgrade of the hosts themselves. Instead, the tasks that do require VM downtime—upgrading VMware Tools and upgrading the virtual hardware from version 4 or version 7 to version 8—can be scheduled and performed at a later date.

 




 

8. Select the radio button that corresponds to the operating system vendor, select the correct operating system version, and then click Next. As you’ll see shortly, this helps the vSphere Client provide recommendations for certain values later in the wizard. When you use the Typical setting instead of Custom, the selection of the guest OS drives many of the default decisions that the vSphere Client makes along the way.


9. Select the number of virtual CPUs to include in the VM.


You can select between 1 and 32 virtual CPU sockets, depending on your vSphere license. Additionally, you can choose the number of cores per virtual CPU socket. The total number of cores supported per VM with VM hardware version 8 is 32, and the maximum number of cores per VM for VM hardware version 7 is 8. Therefore, the number of cores available per virtual CPU socket will change based on the number of virtual CPU sockets selected. Table 9.1 shows the CPU socket/CPU cores available for VM version 8; Table 9.2 shows the same values for VM hardware version 7.

 

Table 9.1 Number of CPU cores available with VM version 8
 


	Virtual CPU Sockets Selected
	Number of CPU Cores Available
	Maximum CPU Cores Possible



	1
	1–16
	16


	2
	1–16
	32


	3
	1–10
	30


	4
	1–8
	32


	5
	1–6
	30


	6
	1–5
	30


	7
	1–4
	28


	8
	1–4
	32


	9
	1–3
	27


	10
	1–3
	30


	11–16
	1–2
	32 (with 16 virtual CPU sockets)


	17–32
	1
	32 (with 32 virtual CPU sockets)



 

Table 9.2 Number of CPU cores available with VM version 7
 


	Virtual CPU Sockets Selected
	Number of CPU Cores Available
	Maximum CPU Cores Possible



	1
	1–2
	8


	2
	1–4
	8


	3
	1–2
	6


	4
	1–2
	8


	5 or more
	1
	8 (with 8 virtual CPU sockets)



 

Keep in mind that the operating system you will install into this VM must support the selected number of virtual CPUs. Also keep in mind that more virtual CPUs doesn’t necessarily translate into better performance, and in some cases larger values may negatively impact performance.

 

When you finish configuring virtual CPUs, click Next to continue.

 

10. Configure the VM with the determined amount of RAM by clicking the up and down arrows or typing the value, as shown in Figure 9.9.


As I mentioned in step 7, the vSphere Client displays recommendations about the minimum and recommended amounts of RAM based on the earlier selection of operating system and version. This is one of the reasons why the selection of the correct guest OS is important when creating a VM.

 

The amount of RAM configured on this page is the amount of RAM the guest OS reflects in its system properties, and it is the maximum amount that a guest OS will ever be able to use. Think of it as the virtual equivalent of the amount of physical RAM installed in a system. Just as a physical machine cannot use more memory than is physically installed in it, a VM cannot access more memory than it is configured to use.

 

When you’ve selected the amount of RAM you want allocated to the VM, click Next.

 


Do You Know Where Your Memory Is?

 

The setting on this page is not a guarantee that physical memory will be used to achieve the configured value. As I discuss in later chapters, memory for a VM might be physical RAM, VMkernel swap file space, or some combination of the two.

 




 

11. Select the number of network adapters, the type of each network adapter, and the network to which each adapter will connect. Although you can ultimately add up to 10 virtual NICs to a VM, only four can be configured when you are creating the VM. Figure 9.10 shows a screenshot of configuring virtual NICs, and Table 9.3 provides additional information about the different types of virtual NICs.


Table 9.3 Virtual NIC types in vSphere 5
 


	Virtual NIC Type
	VM Hardware Versions Supported
	Description



	E1000
	4, 7, 8
	This virtual NIC emulates the Intel 82545EM Gigabit Ethernet NIC. The driver for this NIC is found in many modern guest OSes, but some older guest OSes might not have a driver.


	Flexible
	4, 7, 8
	This virtual NIC identifies itself as a Vlance adapter, an emulated form of the AMD 79C970 PCnet32 10 Mbps NIC. Drivers for this NIC are available in most 32-bit guest OSes. Once VMware Tools is installed (I’ll discuss VMware Tools later in this chapter), this virtual NIC changes over to the higher-performance VMXNET adapter. The Flexible virtual NIC type is available for use only with certain 32-bit guest OSes. For example, you can’t select the Flexible virtual NIC type for VMs running 32-bit versions of Windows Server 2008, but it is an option for 32-bit versions of Windows Server 2003.


	VMXNET 2 (Enhanced)
	4, 7, 8
	This virtual NIC type is based on the VMXNET adapter but provides additional high-performance features like jumbo frames and hardware offload. It’s supported only for a limited set of guest OSes.


	VMXNET 3
	7, 8
	The VMXNET 3 virtual NIC type is the latest version of a paravirtualized driver designed for performance. It offers all the features of VMXNET 2 plus additional features like multiqueue support, IPv6 offloads, and MSI/MSI-X interrupt delivery. It’s supported only for VM hardware version 7 or later and for a limited set of guest OSes.



 



 


More Information on Virtual NIC Adapters

 

VMware has detailed descriptions of the virtual NIC adapter types and the support requirements for each on its website at http://kb.vmware.com/kb/1001805.

 




 

After you select the best virtual NIC type for your new VM, click Next to move on to selecting a SCSI controller type and virtual disk properties.

 

12. Select the radio button that corresponds to the appropriate SCSI adapter for the operating system selected on the Guest Operating System page of the Create New Virtual Machine wizard.


The correct default driver should already be selected based on the previously selected operating system. For example, the LSI Logic parallel adapter is selected automatically when Windows Server 2003 is selected as the guest OS, but the LSI Logic SAS adapter is selected when Windows Server 2008 is chosen as the guest OS. I provided some additional details on the different virtual SCSI adapters in Chapter 6, “Creating and Configuring Storage Devices.”

 


Virtual Machine SCSI Controllers

 

Windows 2000 has built-in support for the BusLogic parallel SCSI controller, while Windows Server 2003 and later operating systems have built-in support for the LSI Logic parallel SCSI controller. Additionally, Windows Server 2008 has support for the LSI Logic SAS controller. Windows XP doesn’t have built-in support for any of these, requiring a driver disk during installation. Choosing the wrong controller will result in an error during the operating system installation. The error states that hard drives cannot be found. Choosing the wrong SCSI controller during a physical-to-virtual (P2V) operation will result in a “blue screen error” for a Windows guest OS inside the VM, and the Windows installation will fail to boot.

 




 

13. Click Next, and then select the appropriate radio button for the virtual disk to be used, as shown in Figure 9.11. There are four options: 
 

 
	The Create A New Virtual Disk option allows the user to create a new virtual disk (a VMDK file) that will house the guest OS’s files and data. In most cases, when you are creating a new VM you will use this option.

 
	The Use An Existing Virtual Disk option allows a VM to be created using a virtual disk that is already configured with a guest OS and that resides in an available datastore.

 
	The Raw Device Mappings option allows a VM to have raw SAN LUN access. RDMs are discussed in a bit more detail in Chapter 6 and Chapter 7.

 
	The Do Not Create Disk option allows you to create a VM without creating an associated virtual disk. The use cases for this option are fairly rare, but there could be instances where you would need to create a VM but not create a VMDK at the same time. Use this option for those circumstances.



 



Select the Create A New Virtual Disk option, and click Next.

 


Adding Existing Disks

 

The existing virtual disk doesn’t have to contain an instance of the guest OS; it can contain data that perhaps will serve as a secondary drive inside the VM. The ability to add existing disks with data makes virtual hard drives extremely portable, generally allowing users to move them from VM to VM without repercussions. You will obviously need to address any guest OS–specific issues such as partitions, filesystem type, or permissions.

 




 

14. When the Create A New Virtual Disk option is selected, options are available for the creation of the new virtual disk, as shown in Figure 9.12. First, configure the desired disk size for the VM hard drive. The maximum size will be determined by the format of the datastore on which the virtual disk is stored. Next, select the appropriate Disk Provisioning option: 
 

 
	To create a virtual disk with all space allocated at creation but not pre-zeroed, select Thick Provision Lazy Zeroed. In this case, the VMDK flat file will be the same size as the specified virtual disk size. A 40 GB virtual disk means a 40 GB VMDK flat file.

 
	To create a virtual disk with all space allocated at creation and pre-zeroed, select Thick Provision Eager Zeroed. This option is required in order to support vSphere Fault Tolerance. This option also means a “full-size” VMDK flat file that is the same size as the size of the virtual hard disk.

 
	To create a virtual disk with space allocated on demand, select the Thin Provision option. In this case, the VMDK flat file will grow depending on the amount of data actually stored in it, up to the maximum size specified for the virtual hard disk.



 



Depending on your storage platform, storage type, and storage vendor’s support for vSphere 5’s storage integration technologies like VAAI or VASA, some of these options might be grayed out. For example, an NFS datastore that does not support the VAAIv2 extensions will have these options grayed out, as only thin provisioned VMDKs are supported. (VAAI and VASA are discussed in greater detail in Chapter 6.)

 

There are two options for the location of the new virtual disk. Keep in mind that these options control physical location, not logical location; these options will directly affect the datastore and/or directory where files are stored for use by the hypervisor. 
 

 
	The option Store With The Virtual Machine will place the file in the same subdirectory as the configuration file and the rest of the VM files. This is the most commonly selected option and makes managing the VM files easier.

 
	The option Specify A Datastore Or Datastore Cluster allows you to store the VM file separately from the rest of the files. You’d typically select this option when adding new virtual hard disks to a VM or when you need to separate the operating system virtual disk from a data virtual disk.



 


 

When you’ve finished configuring the size, provisioning options, and location, click Next.

 

15. The Advanced Options page lets you specify the SCSI node or IDE controller to which the virtual disk is connected and also allows you to configure a virtual disk in Independent mode, as shown in Figure 9.13. As noted in the wizard, this page is normally not altered, and you can accept the default setting by clicking Next. 
 

 
	The Virtual Device Node drop-down list reflects the 15 different SCSI nodes available on each of the four SCSI adapters a VM supports. When using an IDE controller, this drop-down list shows the four different IDE nodes that are available.

 
	By not selecting the Independent mode option, you ensure that the virtual disk remains in the default state that allows VM snapshots to be created. If you select the Independent check box, you can configure the virtual disk as a persistent disk, in which changes are written immediately and permanently to the disk, or as a nonpersistent disk, which discards all changes when the VM is turned off.



 



16. Complete a final review of the VM configuration. If anything is incorrect, go back and make changes to the configuration. As you can see in Figure 9.14, the steps in the left side of the wizard are hyperlinks that allow you to jump directly to an earlier point in the wizard and make changes.


When everything is correct, click Finish.

 


Figure 9.4 You can launch the Create New Virtual Machine wizard from the context menu of an ESXi cluster or an individual ESXi host.
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Figure 9.5 The Custom option exposes more configuration options to users when creating new VMs.
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Figure 9.6 The logical folder structure selected here does not correspond to where the VM files (for example, VMX and VMDK) are located on the selected datastore.
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Figure 9.7 You can use VM storage profiles to help automate VM storage placement decisions when you create a new VM.
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Figure 9.8 When using VM storage profiles, select a compatible datastore to ensure that the VM’s storage needs are properly satisfied.
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Figure 9.9 Based on guest OS selection, the vSphere Client provides some basic guidelines on the amount of memory you should configure for the VM.
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Figure 9.10 You can configure a VM with up to four network adapters, of the same or different types, that reside on the same or different networks as needed.
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Figure 9.11 You can create a new virtual disk when a new VM is created, or you can use an existing virtual disk.
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Figure 9.12 vSphere 5 offers a number of different Disk Provisioning options when creating new virtual disks.
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Figure 9.13 You can configure the virtual disk on a number of different SCSI adapters and SCSI IDs, and you can configure it as an independent disk.
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Figure 9.14 Reviewing the configuration of the Create New Virtual Machine wizard ensures the correct settings for the VM and prevents mistakes that require deleting and re-creating the VM.
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As you can see, the process for creating a VM is pretty straightforward. What’s not so straightforward, though, are some of the values that should be used when creating new VMs. What are the best values to use?
 

Choosing Values for Your New Virtual Machine
 

Choosing the right values to use for the number of virtual CPUs, the amount of memory, or the number or types of virtual NICs when creating your new VM can be difficult. Fortunately, there’s lots of documentation out there on CPU and RAM sizing as well as networking for VMs, so my only recommendation there will be to right-size the VMs based on your needs (see the Real-World Scenario sidebar later in this chapter).
 


Virtual Machine Sizing Can Have an Impact

 

Determining the right size for your VMs is a crucial part of your overall vSphere design, and it can impact a number of different areas. For more information on how right-sizing VMs impacts other areas of your vSphere design, refer to VMware vSphere Design, also by Sybex.

 




 

For other areas besides these, the guidance isn’t quite so clear. Out of all the options available during the creation of a new VM, two areas tend to consistently generate questions from both new and experienced users alike:
 

 

 
	How should I handle naming my VMs?
 

 
	How big should I make the virtual disks?
 


 

Let’s talk about each of these questions in a bit more detail.
 

Naming Virtual Machines
 

Choosing the display name for a VM might seem like a trivial assignment, but you must ensure an appropriate naming strategy is in place. I recommend making the display names of VMs match the hostnames configured in the guest OS being installed. For example, if the intention is to use the name Server1 in the guest OS, then the VM display name should match Server1. If spaces are used in the virtual display name—which is allowed—then using command-line tools to manage VMs becomes a bit tricky because the spaces will have to be quoted out on the command line. In addition, since DNS hostnames cannot include spaces, using spaces in the VM name would create a disparity between the VM name and the guest OS hostname. Ultimately, this means you should avoid using spaces and special characters that are not allowed in standard DNS naming strategies to ensure similar names both inside and outside the VM. Aside from whatever policies might be in place from your organization, this is usually a matter of personal preference.
 

The display name assigned to a VM also becomes the name of the folder in the VMFS volume where the VM files will live. At the file level, the associated configuration (VMX) and virtual hard drive (VMDK) files will assume the name supplied in the display name text box during VM creation. Refer to Figure 9.2 and Figure 9.15, where you can see the user-supplied name of win2k8r2-02 is reused for both the folder name and the filenames for the VM.
 


Figure 9.15 The display name assigned to a VM is used in a variety of places.
 

[image: 9.15]

 

Sizing Virtual Machine Hard Disks
 

The answer to the second question—how big to make the hard disks in your VM—is a bit more complicated. There are many different approaches, but some best practices facilitate the management, scalability, and backup of VMs. First and foremost, it’s generally recommended that you create VMs with multiple virtual disk files as a means of separating the operating system from the custom user/application data. Separating the system files and the user/application data will make it easier to increase the number of data drives in the future and will allow for a more practical backup strategy. A system drive of 25 GB to 30 GB, for example, usually provides ample room for the initial installation and continued growth of the operating system. The data drives across different VMs will vary in size because of underlying storage system capacity and functionality, the installed applications, the function of the system, and the number of users who connect to the computer. However, because the extra hard drives are not operating system data, it will be easier to make adjustments to those drives when needed.
 

Keep in mind that additional virtual hard drives will pick up on the same naming scheme as the original virtual hard drive. For example, a VM named Server1 that has an original virtual hard disk file named win2k8r2-02.vmdk will name the new virtual hard disk file win2k8r2-02_1.vmdk. Each additional file will increment the last number, making it administratively easy to identify all virtual disk files related to a particular VM. Figure 9.16 shows a VM with two virtual hard disks so that you can see how vSphere handles the naming for additional virtual hard disks.
 


Figure 9.16 vSphere automatically appends a number to the filename for additional virtual hard disks.
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In the next chapter, “Using Templates and vApps,” you’ll revisit the process of creating VMs to see how to use templates to implement and maintain an optimal VM configuration that separates the system data from the user/application data. At this point, though, now that you’ve created a VM, you’re ready to install the guest OS into the VM.
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Provisioning Virtual Machines Is Not the Same as Provisioning Physical Machines

 

You need to approach provisioning VMs differently from the way you provisioned physical machines in the past. After all, isn’t it underutilized and overprovisioned servers that have led you to use virtualization to consolidate your workloads?

 

In the physical world, you provision servers based on the maximum you think that server might ever need throughout its lifetime. Because the intended workload for a server might shift over that lifetime, you probably provision the physical server with more CPU resources and more RAM than it really needs.

 

In the virtual environment, though, VMs should be provisioned only with the resources they really need. Additional resources can be added later should the workload need them, sometimes with no downtime required.

 

In the event that you don’t make this shift in thinking, you’ll end up much like a client of mine who had the same problem. During the early phases of the client’s consolidation project, they provisioned VMs with the same level of resources given to physical machines. It wasn’t until they ran out of resources in the virtual environment and had a far lower consolidation ratio than anticipated that I was able to convince them to change their provisioning practices. Once the provisioning practices were changed, the client was able to improve their consolidation ratio without negatively impacting the level of service they were able to provide. Right-sizing your VMs is a good thing!

 




 

Installing a Guest Operating System
 

A new VM is analogous to a physical computer with an empty hard drive. All the components are there but without an operating system. After creating the VM, you’re ready to install a supported guest OS. Some of the more commonly installed guest OSes supported by ESXi include the following (this is not a comprehensive list):
 

 

 
	Windows 7 (32-bit and 64-bit)
 

 
	Windows Vista (32-bit and 64-bit)
 

 
	Windows Server 2008 R2 (64-bit)
 

 
	Windows Server 2008 (32-bit and 64-bit)
 

 
	Windows Server 2003 (32-bit and 64-bit)
 

 
	Windows Small Business Server 2003
 

 
	Windows XP Professional (32-bit and 64-bit)
 

 
	Red Hat Enterprise Linux 3/4/5/6 (32-bit and 64-bit)
 

 
	CentOS 4/5 (32-bit and 64-bit)
 

 
	SUSE Linux Enterprise Server 8/9/10/11 (32-bit and 64-bit)
 

 
	Ubuntu Linux (32-bit and 64-bit)
 

 
	NetWare 5.1/6.x
 

 
	Sun Solaris 10 (32-bit and 64-bit)
 

 
	FreeBSD (32-bit and 64-bit)
 


 


Virtual Mac Servers?

 

VMware vSphere 5 adds support for some new guest OSes. Notably, vSphere 5 adds support for Apple Mac OS X Server 10.5 and 10.6. This allows you to run Mac OS X Server VMs on your VMware ESXi hosts. However, it’s critically important to note that this is supported only when running ESXi on specific models of the Apple Xserve servers.

 




 

Installing any of these supported guest OSes follows the same common order of steps for installation on a physical server, but the nuances and information provided during the install of each guest OS might vary greatly. Because of the differences involved in installing different guest OSes or different versions of a guest OS, I won’t go into any detail on the actual guest OS installation process. I’ll leave that to the guest OS vendor. Instead, I’ll focus on guest OS installation tasks that are specific to a virtualized environment.
 

Working with Installation Media
 

One task that is greatly beneficial in a virtual environment but that isn’t typically required in a virtual environment concerns guest OS installation media. In the physical world, administrators would typically put the OS installation media in the physical server’s optical drive, install the OS, and then be done with it. Well, in a virtual world, the process is similar, but here’s the issue—where do you put the CD when the server is virtual? There are a couple of different ways to handle it. One way is quick and easy, and the second way takes a bit longer but pays off later.
 

VMs have a few different ways to access data stored on optical disks. As shown in Figure 9.17, VMs can access optical disks in one of three different ways:
 


Client Device This option allows an optical drive local to the computer running the vSphere Client to be mapped into the VM. For example, if you are using the vSphere Client on your corporate-issued HP laptop, you have the option of simply inserting a CD/DVD into your local optical drive and mapping that into the VM with this option.

 

Host Device This option maps the ESXi host’s optical drive into the VM. VMware administrators would have to insert the CD/DVD into the server’s optical drive in order for the VM to have access to the disk.

 

Datastore ISO File This last option maps an ISO image (see the “ISO Image Basics” sidebar) into the VM. Although using an ISO image typically requires an additional step—creating the ISO image from the physical disk—more and more software is being distributed as an ISO image that can be leveraged directly from within your vSphere environment.

 



 


ISO Image Basics

 

An ISO image is an archive file of an optical disk. The name is derived from the International Organization for Standardization (ISO) 9660 file system standard used with CD-ROM media, and the ISO format is widely supported by many different software vendors. A variety of software applications can work with ISO images. In fact, most CD-burning software applications for Windows, Linux, and Mac OS X can create ISO images from existing physical disks or burn ISO images to a physical disk.

 




 


Figure 9.17 VMs can access optical disks physically located on the vSphere Client system, located on the ESXi host, or stored as an ISO image.
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ISO images are the recommended way to install a guest OS because they are faster than using an actual optical drive and can be quickly mounted or dismounted with very little effort.
 

Before you can use an ISO image to install the guest OS, though, you must first put it in a location that ESXi can access. Generally, this means uploading it into a datastore accessible to your ESXi hosts.
 

Perform these steps to upload an ISO image into a datastore:
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host.


2. From the vSphere Client menu bar, select View → Inventory → Datastores.


3. Right-click the datastore to which you want to upload the ISO image and select Browse Datastore from the context menu. The Datastore Browser window opens.


4. Select the destination folder in the datastore where you want to store the ISO image. Use the new Folder button (it looks like a folder with a green plus symbol) if you need to create a new folder in which to store the ISO image.


5. From the toolbar in the Datastore Browser window, click the Upload button (it looks like a disk with a green arrow pointing into the disk). From the pop-up menu that appears, select Upload File, as shown in Figure 9.18.


6. In the Upload Items dialog box, navigate to the location where the ISO image is stored. Select the ISO image, and then click Open.


7. The vSphere Client displays the Upload/Download Operating Warning dialog box, letting you know that any file or folder with the same name in the destination location will be replaced. Click Yes to continue.


8. The vSphere Client uploads the file into the selected folder in that datastore.




 


Figure 9.18 Use the Upload File command in the Datastore Browser to upload ISO images for use when installing guest OSes.
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After the ISO image is uploaded to an available datastore, you’re ready to actually install a guest OS using that ISO image.
 

Using the Installation Media
 

Once you have the installation media in place—either using the local CD-ROM drive on the computer where you are running the vSphere Client, using the physical server’s optical drive, or by creating and uploading an ISO image into a datastore—you’re ready to actually use that installation media to install a guest OS into the VM.
 

Perform the following steps to install a guest OS using an ISO file on a shared datastore:
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host where a VM has been created.


2. If you’re not already in the Hosts And Clusters or VMs And Templates view, use the menu bar to select View → Inventory → Hosts And Clusters or View → Inventory → VMs And Templates.


3. In the inventory tree, right-click the new VM, and select the Edit Settings menu option. The Virtual Machine Properties window opens.


4. Select the CD/DVD Drive 1 hardware option.


5. Select the Datastore ISO File radio button, and select the Connect At Power On check box. If you fail to select the Connect At Power On check box, the VM will not boot from the selected ISO image.


6. Click the Browse button to browse a datastore for the ISO file of the guest OS.


7. Navigate through the available datastores until you find the ISO file of the guest OS to be installed. After you select the ISO file, the properties page is configured similar to the screenshot shown previously in Figure 9.17.


8. Right-click the VM, and select the Open Console option. Alternatively, you can use the console in the details pane of the vSphere Client application.


9. Click the green Power On button from the toolbar of the console session. Alternatively, you can use the menu bar and select VM → Power → Power On. You can also use the Ctrl+B keyboard shortcut. The VM boots from the mounted ISO image and begins the installation of the guest OS.


10. Follow the on-screen instructions to complete the guest OS installation. These will vary depending on the specific guest OS you are installing; refer to the documentation for that guest OS for specific details regarding installation.




 


Virtual Machine Guest OSes

 

For a complete list of guest OSes and all respective information regarding installation notes and known issues, refer to the PDF available on the VMware website at www.vmware.com/pdf/GuestOS_guide.pdf (note that this URL is case sensitive).

 




 

Working in the Virtual Machine Console
 

Working within the VM console is like working at the console of a physical system. From here, you can do anything you need to do to the VM: you can access the VM’s BIOS and modify settings, you can turn the power to the VM off (and back on again), and you can interact with the guest OS you are installing or have already installed into the VM. I’ll describe most of these functions later in this chapter in the sections titled “Managing Virtual Machines” and “Modifying Virtual Machines,” but there is one thing that I want to point out now.
 

The vSphere Client has to have a way to know if the keystrokes and mouse clicks you’re generating go to the VM or if they should be processed by the vSphere Client itself. To do this, it uses the concept of focus. When you click within a VM console, that VM will have the focus: all of the keystrokes and the mouse clicks will be directed to that VM. Until you have the VMware Tools installed—a process I’ll describe in the very next section, titled “Installing VMware Tools”—you’ll have to manually tell the vSphere Client when you want to shift focus out of the VM. To do this, the vSphere Client uses a special keystroke: Ctrl+Alt. When you press Ctrl+Alt, the vSphere Client causes the VM that currently has control of the mouse and keyboard to relinquish control and return that control to the vSphere Client. Keep that in mind when you are trying to use your mouse and it won’t travel beyond the confines of the VM console window. Just press Ctrl+Alt, and the VM will release control.
 

Once you’ve installed the guest OS, you should then install and configure VMware Tools. I discuss VMware Tools installation and configuration in the next section.
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Microsoft Licensing and Windows Activation for Virtual Machines

 

As the virtualization market has matured, Microsoft has adjusted its licensing practices to reflect that market. In spite of those adjustments—or perhaps because of them—there is still confusion about the virtualization licensing available for the Windows Server operating system. The following list of licensing data is a combination of information from both Microsoft and VMware: 
 

 
	Microsoft Windows Server licenses are attached to the physical machine, not to the VM.
 

 
	A licensed copy of Windows Server 2008 Datacenter Edition entitles a user to install and run an unlimited number of virtual Windows instances on the physical server to which that license is assigned.
 

 
	Similarly, a licensed copy of Windows Server 2008 Enterprise Edition grants the user the right to install and run up to four Windows instances on the physical server to which the license is assigned.
 

 
	A license for Windows Server 2008 Standard Edition allows the user to run a single virtual Windows instance on the physical server to which the license is assigned.
 

 
	Downgrade rights exist so that a physical server licensed with Windows Server 2008 Datacenter Edition can run unlimited VMs running Datacenter Edition, Enterprise Edition, Standard Edition, or any mix of the three. This also applies to running previous versions of Windows Server.
 

 
	vMotion, which moves a running VM to a new host, does not violate a Microsoft licensing agreement as long as the target ESXi host is licensed for the post-vMotion number of VMs. For example, if an ESXi host named ESXi01 has four running instances of Windows in VMs, a second ESXi host named ESXi02 has three running instances of Windows in VMs, and each of the physical systems has been assigned a Windows Server 2008 Enterprise Edition license, then it is within the licensing agreement to perform a vMotion move of one VM from ESXi01 to ESXi02. However, a vMotion move from ESXi02 to ESXi01 would violate the licensing agreement because ESXi01 is licensed to run only up to four instances of Windows at a time.
 



 


 

Because Microsoft requires Windows Server licenses to be attached to physical hardware, many organizations are choosing to license their physical hardware with Windows Server 2008 Datacenter Edition. This gives the organization the ability to run an unlimited number of Windows Server instances on that hardware, and downgrade or previous version rights allow the organization to use Standard, Enterprise, or Datacenter Edition of Windows Server 2003 or Windows Server 2008.

 

Activation is another area requiring a bit of planning. If your licensing structure for a Windows Server guest OS does not fall under the umbrella of a volume licensing agreement, you will be required to activate the operating system with Microsoft within 60 days of installation. Activation can be done automatically over the Internet or by calling the provided regional phone number. With Windows Server operating systems specifically, the activation algorithm takes into account the hardware specifications of the server. In light of this, when enough hardware changes have been made to significantly change the operating system, Windows requires reactivation. To facilitate the activation process and especially to reduce the possibility of reactivation, you should make adjustments to memory and processors, and install VMware Tools prior to performing the activation.

 




 

Installing VMware Tools
 

Although VMware Tools is not installed by default, the package is an important part of a VM. VMware Tools offers several great benefits without any detriments. Recall from the beginning of this chapter that VMware vSphere offers certain virtualization-optimized (or paravirtualized) devices to VMs in order to improve performance. In many cases, these paravirtualized devices do not have device drivers present in a standard installation of a guest OS. The device drivers for these devices are provided by VMware Tools, which is just one more reason why VMware Tools are an essential part of every VM and guest OS installation.
 

In other words, installing VMware Tools should be standard practice and not a debatable step in the deployment of a VM. The VMware Tools package provides the following benefits:
 

 

 
	Optimized SCSI driver
 

 
	Enhanced video and mouse drivers
 

 
	VM heartbeat
 

 
	VM quiescing for snapshots and backups
 

 
	Enhanced memory management
 


 

VMware Tools also helps streamline and automate the management of VM focus, so that you are able to move into and out of VM consoles easily and seamlessly without having to constantly use the Ctrl+Alt keyboard command.
 

The VMware Tools package is available for Windows, Linux, NetWare, Solaris, and FreeBSD; however, the installation methods vary because of the differences in the guest OSes. In all cases, the installation of VMware Tools starts when you select the option to install VMware Tools from the vSphere Client. Do you recall our discussion earlier about ISO images and how ESXi uses them to present CDs/DVDs to VMs? That’s exactly the functionality that is being leveraged in this case. When you select to install VMware Tools, vSphere will mount an ISO as a CD/DVD for the VM, and the guest OS will reflect a mounted CD-ROM that has the installation files for VMware Tools.
 


Where Are the VMware Tools ISOs Found?

 

In the event you’re curious, you’ll find the VMware Tools ISO images located in the /vmimages/tools-isoimages directory on an ESXi host. This directory is visible only if you enable the ESX Shell on your ESXi hosts and then open an SSH connection to the host; it is not visible from the vSphere Client. The ISO images are placed there automatically during installation; you do not have to download them or obtain them from the installation CD-ROM, and you do not need to do anything to manage or maintain them.

 




 

As I mentioned previously, the exact process for installing the VMware Tools will depend upon the guest OS. Because Windows and Linux make up the largest portion of VMs deployed on VMware vSphere in most cases, those are the two examples I’ll discuss in this section. First, I’ll walk you through installing VMware Tools into a Windows-based guest OS.
 

Installing VMware Tools in Windows
 

Perform these steps to install VMware Tools into Windows Server 2008 R2 running as a guest OS in a VM (the steps for other versions of Windows are similar):
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host.


2. If you aren’t already in the Hosts And Clusters or VMs And Templates inventory view, use View → Inventory → Hosts And Clusters or View → Inventory → VMs And Templates to navigate to one of these views.


3. Right-click the VM in the inventory tree and select Open Console. You can also use the Launch Virtual Machine Console button on the toolbar in the vSphere Client.


4. If you aren’t already logged into the guest OS in the VM, select VM → Guest → Send Ctrl-Alt-Delete and log into the guest OS.


5. From the menu, select VM → Guest → Install/Upgrade VMware Tools. A dialog box providing additional information appears. Click OK to dismiss the dialog box.



How Do I Get Out of Here Again?

 

Remember that before VMware Tools is installed into a guest OS, the ability to seamlessly move into and out of the guest OS in the console doesn’t exist. Instead, you must click into the VM console in order to interact with the guest OS. When you are finished, you must press Ctrl+Alt to release the mouse and keyboard. After VMware Tools is installed, this happens automatically for you.

 




 

6. An AutoPlay dialog box appears, prompting the user for action. Select the option Run Setup64.exe.


If the AutoPlay dialog box does not appear, open Windows Explorer, and double-click the CD/DVD drive icon. The AutoPlay dialog box should then appear.

 

7. Click Next on the Welcome To The Installation Wizard For VMware Tools page.


8. Select the appropriate setup type for the VMware Tools installation, and click Next.


The Typical radio button will suffice for most situations. The Complete installation option installs all available features, while the Custom installation option allows for the greatest level of feature customization.

 

9. Click Install.


During the installation, you may be prompted one or more times to confirm the installation of third-party device drivers; select Install for each of these prompts.

 

If the AutoRun dialog box appears again, simply close the dialog box and continue with the installation.

 

10. After the installation is complete, click Finish.


11. Click Yes to restart the VM immediately, or click No to manually restart the VM at a later time.




 

Newer versions of Windows, such as Windows Server 2008, use a different mechanism—a different video driver—to improve the graphical performance of a console session.
 

Perform the following steps to install this different video driver and improve the graphical console performance:
 


1. From the Start menu, select Run. In the Run dialog box, type devmgmt.msc and click OK. This will launch the Device Manager console.


2. Expand the Display Adapters entry.


3. Right-click the Standard VGA Graphics Adapter or VMware SVGA II item, and select Update Driver Software.


4. Click Browse My Computer For Driver Software.


5. Using the Browse button, navigate to C:\Program Files\Common Files\VMware\Drivers\wddm_video and then click Next.


6. After a moment, Windows will report that it has successfully installed the driver for the VMware SVGA 3D (Microsoft Corporation – WDDM) device. Click Close.


7. Restart the VM when prompted.




 

After Windows restarts in the VM, you should notice improved performance when using the graphical console.
 

For older versions of Windows, such as Windows Server 2003, you can improve the responsiveness of the VM console by configuring the hardware acceleration setting. It is, by default, set to None; setting this to Maximum provides a much smoother console session experience. The VMware Tools installation routine reminds the user to set this value at the end of the installation, but if the user chooses not to set hardware acceleration at that time, it can easily be set later. This is highly recommended to optimize the graphical performance of the VM’s console. (Note that Windows XP has this value set to Maximum by default.)
 

Perform the following steps to adjust the hardware acceleration in a VM running Windows Server 2003 (or Windows XP, in case the value has been changed from the default):
 


1. Right-click an empty area of the Windows desktop, and select the Properties option.


2. Select the Settings tab, and click the Advanced button.


3. Select the Troubleshooting tab.


4. Move the Hardware Acceleration slider to the Full setting on the right, as shown in Figure 9.19.




 


Figure 9.19 Adjusting the hardware acceleration feature of a Windows guest OS is a common and helpful adjustment for improving mouse performance.
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Now that the VMware Tools installation is complete and the VM is rebooted, the system tray displays the VMware Tools icon, a small gray box with the letters VM in the box (Windows taskbar settings might hide the icon). The icon in the system tray indicates that VMware Tools is installed and operational.
 

By double-clicking the VMware Tools icon in the system tray, you open the VMware Tools Properties dialog box, shown in Figure 9.20. Here you can configure time synchronization, show or hide VMware Tools from the taskbar, and select scripts to suspend, resume, shut down, or turn on a VM (that last option is found on the Scripts tab).
 


Figure 9.20 Use VMware Tools Properties to configure time synchronization with the host, among other things.
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As you can see from Figure 9.20, time synchronization between the guest OS and the host is disabled by default. You’ll want to use caution when enabling time synchronization between the guest OS and the ESXi host because Windows domain members rely on Kerberos for authentication and Kerberos is sensitive to time differences between computers. A Windows-based guest OS that belongs to an Active Directory domain is already configured with a native time synchronization process against the domain controller in its domain that holds the PDC Emulator operations master role. If the time on the ESXi host is different from the PDC Emulator operations master domain controller, the guest OS could end up moving outside the 5-minute window allowed by Kerberos. When the 5-minute window is exceeded, Kerberos will experience errors with authentication and replication.
 

You can take a few different approaches to managing time synchronizations in a virtual environment. The first approach involves not using VMware Tools time synchronization and relying instead on the W32Time service and a PDC Emulator with a Registry edit that configures synchronization with an external time server. Another approach involves disabling the native time synchronization across the Windows domain and then relying on the VMware Tools feature. A third approach might be to synchronize the VMware ESXi hosts and the PDC Emulator operations master with the same external time server and then to enable the VMware Tools option for synchronization. In this case, both the native W32Time service and VMware Tools should be adjusting the time to the same value.
 

VMware has a couple of Knowledge Base articles that contain the latest recommendations for timekeeping. For Windows-based guest OS installations, refer to http://kb.vmware.com/kb/1318 or refer to the “Timekeeping in Virtual Machines” document at www.vmware.com/files/pdf/Timekeeping-In-VirtualMachines.pdf.
 


Configuring NTP on ESXi

 

If you do choose to synchronize the guest OS to the ESXi host using VMware Tools, be sure to synchronize the ESXi host to an authoritative time source using NTP. Refer to Chapter 2, “Planning and Installing VMware ESXi” for more information on how to configure ESXi to synchronize with an NTP-based time server.

 




 

I’ve shown you how to install the VMware Tools into a Windows-based guest operation system, so now I’d like to walk through the process for a Linux-based guest OS.
 

Installing VMware Tools in Linux
 

There are a number of different versions (or distributions) of Linux available and supported by VMware vSphere, and while they are all called “Linux,” they do have subtle differences from one distribution to another that make it difficult to provide a single set of steps that would apply to all Linux distributions. In this section, I’ll use Novell SuSE Linux Enterprise Server (SLES) version 11, a popular enterprise-focused distribution of Linux, as the basis for describing how to install VMware Tools in Linux.
 

Perform the following steps to install VMware Tools into a VM running the 64-bit version of SLES 11 as the guest OS:
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host.


2. You will need access to the console of the VM onto which you’re installing VMware Tools. Right-click the VM and select Open Console.


3. Log into the Linux guest OS using an account with appropriate permissions. This will typically be the root account or an equivalent (some Linux distributions, including Ubuntu, disable the root account but provide an administrative account you can use).


4. From the console’s VM menu, select Guest → Install/Upgrade VMware Tools. Click OK to the dialog box that pops up.


5. Assuming that you have a graphical user environment running in the Linux VM, a filesystem browser window will open to display the contents of the VMware Tools ISO that was automatically mounted behind the scenes.


6. Open a Linux terminal window. In many distributions, you can right-click a blank area of the filesystem browser window and select Open In Terminal.


7. If you are not already in the same directory as the VMware Tools mount point, change directories to the location of the VMware Tools mount point using the following command (the exact path may vary from distribution to distribution and from version to version; this is the path for SLES 11):



 

cd /media/VMware\ Tools



 



 

8. Extract the compressed TAR file (with the .tar.gz extension) to a temporary directory, and then change to that temporary directory using the following commands:



 

tar -zxf VMwareTools-8.3.2-257589.tar.gz –C /tmp
cd /tmp/vmware-tools-distrib



 



 

9. In the /tmp/vmware-tools-distrib directory, use the sudo command to run the vmware-install.pl Perl script with the following command:



 

sudo ./vmware-install.pl



 



 

Enter the current account’s password when prompted.

 

10. The installer will provide a series of prompts for information such as where to place the binary files, where the init scripts are located, and where to place the library files. Default answers are provided in brackets; you can just press Enter unless you need to specify a different value that is appropriate for this Linux system.


11. After the installation is complete, the VMware Tools ISO will be unmounted automatically. You can remove the temporary installation directory using these commands:



 

cd
rm -rf /tmp/vmware-tools-distrib



 



 

12. Reboot the Linux VM for the installation of VMware Tools to take full effect.




 

The steps described here were performed on a VM running Novell SLES 11 64-bit. Because of variations within different distributions of Linux, the commands you may need to install VMware Tools within another distribution may not match what I’ve listed here. However, these steps do provide a general guideline of what the procedure looks like.
 


VMware Tools for Linux

 

When installing VMware Tools to a Linux guest OS, the path to the TAR file and the numbers in the TAR filename will vary. Depending upon your Linux distribution, the VMware Tools installer may also provide instructions on replacing the Ethernet driver with an updated VMXNet driver. Typically, these instructions involve unloading the older drivers, scanning for new devices, loading the new VMXNet driver, and then bringing the network interfaces back up.

 




 

After VMware Tools is installed, the Summary tab of a VM object identifies the status of VMware Tools as well as other information such as operating system, CPU, memory, DNS (host) name, IP address, and current ESXi host. Figure 9.21 shows a screenshot of this information for the SLES VM into which I just installed VMware Tools.
 


Figure 9.21 You can view details about VMware Tools, DNS name, IP address, and so forth from the Summary tab of a VM object.
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In the event you are upgrading to vSphere 5 from a previous version of VMware vSphere, you will almost certainly have outdated versions of VMware Tools running in your guest OSes. You’ll want to upgrade these in order to get the latest drivers. In Chapter 4, “Installing and Configuring vSphere Update Manager,” I discuss the use of vSphere Update Manager to assist in this process, but you can also do it manually.
 

For Windows-based guest OSes, the process of upgrading VMware Tools is as simple as right-clicking a VM and selecting Guest → Install/Upgrade VMware Tools. Select the option labeled Automatic Tools Upgrade, and click OK. vCenter Server will install the updated VMware Tools and automatically reboot the VM, if necessary.
 

For other guest OSes, upgrading VMware Tools typically means running through the install process again. You can refer to the instructions for installing VMware Tools on SLES previously in this chapter, for example, for information on upgrading VMware Tools in a Linux VM.
 

Creating VMs is just one aspect of managing VMs. In the next section I look at some additional VM management tasks.
 

Managing Virtual Machines
 

In addition to creating VMs, there is a range of other tasks that vSphere administrators will need to perform. While most of these tasks are relatively easy to figure out, I include them here for completeness.
 

Adding or Registering Existing VMs
 

Creating VMs from scratch, as I described in the previous section, is only one way of getting VMs into the environment. It’s entirely possible that you, as a vSphere administrator, might receive pre-created VMs from another source. Suppose you receive the files that compose a VM—notably, the VMX and VMDK files—from another administrator and you need to put that VM to use in your environment. You’ve already seen how to use the Datastore Browser to upload files into a datastore, but what needs to happen once it’s in the datastore? In this case, you need to register the VM. The process of registering the VM adds it to the vCenter Server (or ESXi host) inventory and allows you to then manage the VM.
 

Perform the following steps to add (or register) an existing VM into the inventory:
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host.


2. Registering a VM can be done from a number of different views within the vSphere Client. The Datastores inventory view, though, is probably the most logical place to do it. Navigate to the Datastores inventory view using the menu bar, the navigation bar, or the Ctrl+Shift+D keyboard shortcut.


3. Right-click the datastore containing the VM you want to register. From the context menu, select Browse Datastore.


4. Use the Datastore Browser to navigate to the folder where the VMX file for the VM resides. Right-click the VMX file and select Add To Inventory. Figure 9.22 shows this process, which launches the Add To Inventory wizard.


5. The Add To Inventory wizard prepopulates the VM Name field based on the contents of the VMX file. Accept the name or type a new one; then select a logical location within the inventory and click Next.


6. Choose the cluster on which you’d like to run this VM and click Next.


7. If you selected a cluster for which VMware DRS is not enabled or is set to Manual, you must also select the specific host on which the VM will run. Choose a specific host and click Next.


8. Review the settings. If everything is correct, click Finish; otherwise, use the hyperlinks on the left side of the wizard or the Back button to go back and make any necessary changes.




 


Figure 9.22 You invoke the Add To Inventory wizard by right-clicking the VMX file for the VM you want to add to the inventory.
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When the Add To Inventory wizard is finished, the VM will be added to the vSphere Client inventory. From here, you’re ready to manipulate the VM in whatever fashion you need, such as powering it on.
 

Changing VM Power States
 

There are six different commands involved in changing the power state of a VM. Figure 9.23 shows these six commands on the context menu displayed when you right-click a VM and select Power.
 


Figure 9.23 The Power submenu allows you to power on, power off, suspend, or reset a VM, as well as interact with the guest OS if VMware Tools is installed.
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By and large, these commands are self-explanatory, but there are a few subtle differences in some of them:
 


Power On and Power Off These function exactly as their names suggest. They are equivalent to toggling the virtual power button on the VM without any interaction with the guest OS (if one is installed).

 



 


Be Careful with Power Off

 

Although the behavior of the Power Off option can be configured in the Virtual Machine Properties dialog box—see the Options tab under VMware Tools—my testing showed that the default value of Power Off (Shut Down Guest) still did not behave in the same manner as the actual Shut Down Guest command. Instead, the Power Off command simply turned off power and did not invoke an orderly shutdown of the guest OS.

 




 


Suspend This command suspends the VM. When you resume the VM, it will start back right where it was when you suspended it.

 

Reset This command will reset the VM, which is not the same as rebooting the guest OS. This is the virtual equivalent of pressing the Reset button on the front of the computer.

 

Shut Down Guest This command works only if VMware Tools is installed, and it works through VMware Tools to invoke an orderly shutdown of the guest OS. To avoid filesystem or data corruption in the guest OS instance, you should use this command whenever possible.

 

Restart Guest Like the Shut Down Guest command, this command requires VMware Tools and initiates a reboot of the guest OS in an orderly fashion.

 



 

As you can see from Figure 9.23, keyboard shortcuts are available for all these commands.
 

Removing VMs
 

If you have a VM that you need to keep, but that you don’t need listed in the VM inventory, you can remove the VM from the inventory. This keeps the VM files intact, and the VM can be re-added to inventory (i.e., registered) at any time later on using the procedure described earlier in the section titled “Adding or Registering Existing VMs.”
 

To remove a VM, simply right-click a powered-off VM. From the context menu, select Remove From Inventory. Select Yes in the Confirm Remove dialog box, and the VM will be removed from the inventory. You can use the Datastore Browser to verify that the files for the VM are still intact in the same location on the datastore.
 

Deleting VMs
 

In the event you have a VM that you no longer need at all—meaning you don’t need it listed in the inventory and you don’t need the files maintained on the datastore—you can completely remove the VM. Be careful, though; this is not something that you can undo!
 

To delete a VM entirely, you only need to right-click a powered-off VM and select Delete From Disk from the context menu. The vSphere Client will prompt you for confirmation, reminding you that you are deleting the VM and its associated base disks (VMDK files). Click Yes to continue removing the files from both inventory and the datastore. Once the process is done, you can once again use the Datastore Browser to verify that the VM’s files are gone.
 

Adding existing VMs, removing VMs from inventory, and deleting VMs are all relatively simple tasks. The task of modifying VMs, though, is significant enough to warrant its own section.
 

Modifying Virtual Machines
 

Just as physical machines require hardware upgrades or changes, a VM might require virtual hardware upgrades or changes to meet changing performance demands. Perhaps a new memory-intensive client-server application requires an increase in memory, or a new data-mining application requires a second processor or additional network adapters for bandwidth-heavy FTP traffic. In each of these cases, the VM requires a modification of the virtual hardware configured for the guest OS to use. Of course, this is only one task that an administrator charged with managing VMs could be responsible for completing. Other tasks might include leveraging vSphere’s snapshot functionality to protect against a potential issue with the guest OS inside a VM. I describe both of these tasks in this section, starting with how to change the hardware of a VM.
 

Changing Virtual Machine Hardware
 

In most cases, modifying a VM requires that the VM be powered off. There are exceptions to this rule, as shown in Figure 9.24. You can hot-add a USB controller, an Ethernet adapter, a hard disk, or a SCSI device. Later in this section you’ll see that some guest OSes also support the addition of virtual CPUs or RAM while they are powered on as well.
 


Figure 9.24 Users can add some types of hardware while the VM is powered on.
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When adding new virtual hardware to a VM using the vSphere Client, the screens are similar to the screens used while creating a VM. For example, to add a new virtual hard disk to an existing VM, you would use the Add button at the top of the Virtual Machine Properties dialog box. You can see in Figure 9.24 that it is possible to add a virtual hard disk to a VM while it is powered on. From there, the vSphere Client uses the same steps shown in Figures 9.11, 9.12, and 9.13 earlier in this chapter. The only difference is that now you’re adding a new virtual hard disk to an existing VM. As an example, I’ll go through the steps to add an Ethernet adapter to a VM (the steps are the same regardless of whether the VM is actually running).
 

Perform the following steps to add an Ethernet adapter to a VM:
 


1. Launch the vSphere Client, and connect to a vCenter Server instance or an individual ESXi host.


2. If you aren’t already in an inventory view that displays VMs, switch to the Hosts And Clusters or VMs And Templates view using the View → Inventory menu.


3. Right-click the VM to which you want to add the Ethernet adapter, and select Edit Settings.


4. Click the Add button at the top of the Virtual Machine Properties dialog box.


5. Select Ethernet Adapter, and click Next.


6. Select the network adapter type, the network to which it should be connected, and whether the network adapter should be connected at power on, as shown in Figure 9.25. Click Next to continue.


7. Review the settings, and click Finish.




 


Figure 9.25 To add a new network adapter, you must select the adapter type, the network, and whether it should be connected at power on.
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Besides adding new virtual hardware, users can make other changes while a VM is powered on. For example, you can mount and unmount CD/DVD drives, ISO images, and floppy disk images while a VM is turned on. I described the process for mounting an ISO image as a virtual CD/DVD drive earlier in this chapter in the section titled “Installing a Guest Operating System.” You can also assign and reassign adapters to virtual networks while a VM is running. All of these tasks are performed from the VM Properties dialog box, accessed by selecting Edit Settings from the Context menu for a VM.
 


Does Anyone Still Use Floppy Drives?

 

New VMs created in a vSphere environment automatically come with a floppy drive, although in my experience it is rarely used. In fact, about the only time that it does get used is when a custom storage driver needs to be added during installation of a Windows-based guest OS. Unless you know you will need to use a floppy drive, it’s generally safe to remove the floppy drive from the hardware list.

 




 

If you are running Windows Server 2008 or Windows Server 2008 R2 in the VM, then you also gain the ability to add virtual CPUs or RAM to a VM while it is running. At the time of writing, only Windows Server 2008 (and Windows Server 2008 R2) supported this hot-add functionality, but VMware disables the feature by default. In order to use this functionality, you’ll have to first enable it. In a somewhat ironic twist, the VM for which you want to enable hot-add must be powered off.
 

To enable hot-add of virtual CPUs or RAM, perform these steps:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance or an individual ESXi host.


2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view.


3. If the VM for which you want to enable hot-add is currently running, right-click the VM and select Power → Shut Down Guest. The VM must be shut down in order to enable hot-add functionality.



Remember the Difference between Powering Off and Shutting Down the Guest

 

Recall from earlier in this chapter that the context menu of a VM contains two items that appear to do the same function.

 

The Power → Power Off command does exactly that: it powers off the VM. It’s like pulling out the power cord unexpectedly. The guest OS has no time to prepare for a shutdown.

 

The Power → Shut Down Guest command issues a shutdown command to the guest OS so that the guest OS can shut down in an orderly fashion. This command requires that VMware Tools be already installed, and it ensures that the guest OS won’t be corrupted or damaged by an unexpected shutdown.

 

In day-to-day operation, use the Shut Down Guest option. The Power Off option should be used only when it is absolutely necessary.

 




 

4. Right-click the VM and select Edit Settings.


5. Select the Options tab; then click Memory/CPU Hotplug.


6. To enable Memory Hot Add, select the radio button labeled Enable Memory Hot Add For This Virtual Machine.


7. To enable CPU Hot Plug, select the radio button labeled Enable CPU Hot Add Only For This Virtual Machine.


8. Click OK to save the changes to the VM.




 

Once this setting has been configured, you can add RAM or virtual CPUs to the VM when it is powered on. Figure 9.26 shows a powered-on VM that has memory hot-add enabled. Figure 9.27 shows a powered-on VM that has CPU hot-plug enabled; you can change the number of virtual CPU sockets, but you can’t change the number of cores per virtual CPU socket.
 


Figure 9.26 The range of memory you can add is restricted when using memory hot-add.
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Figure 9.27 With CPU hot-plug enabled, more virtual CPU sockets can be configured, but the number of cores per CPU cannot be altered.
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Aside from the changes described so far, configuration changes to a VM can take place only when the VM is in a powered-off state. When a VM is powered off, all the various configuration options are available to change: RAM, virtual CPUs, or adding or removing other hardware components such as CD/DVD drives or floppy drives.
 


Aligning Virtual Machine Filesystems

 

In Chapter 6, I introduced the concept of aligning VMFS, and I suggested that the VM’s filesystem should also be aligned. If you construct VMs with separate virtual hard drives for the operating system and data, then you are most concerned with the alignment of the filesystem for the data drive because the greatest amount of I/O occurs on that drive. For example, a VM with Disk 0 (that holds the operating system) and a blank disk called Disk 1 (that holds data that will incur significant I/O) should have Disk 1 aligned. The need to align the guest filesystem is applicable to almost all distributions of Linux and all but the most recent versions of Windows. For example, Windows 7 and Windows Server 2008 align themselves properly during installation, but earlier versions do not.

 

Perform the following steps to align Disk 1 of a VM running a version of Windows earlier than Windows Server 2008:

 


1. Log into the VM using an account with administrative credentials.

 

2. Open a command prompt, and type Diskpart.

 

3. Type list disk, and press Enter.

 

4. Type select disk 1, and press Enter.

 

5. Type create partition primary align = 64, and press Enter.

 

6. Type assign letter =
X, where X is an open letter that can be assigned.

 

7. Type list part to verify the 64 KB offset for the new partition.

 

8. Format the partition.

 



 

Perhaps you are thinking that this seems like a tedious task to perform for all your VMs. It is a tedious task; however, the benefit of doing this is realized most when there is a significant I/O requirement.

 




 

As you can see, running your operating system in a VM offers advantages when it comes time to reconfigure hardware, even enabling such innovative features as CPU hot-plug. There are other advantages to using VMs, too; one of these advantages is a vSphere feature called snapshots.
 

Using Virtual Machine Snapshots
 

VM snapshots provide administrators with the ability to create point-in-time checkpoints of a VM. The snapshot captures the state of the VM at that specific point in time. VMware administrators can then revert to their pre-snapshot state in the event the changes made since the snapshot should be discarded. Or, if the changes should be preserved, the administrator can commit the changes and delete the snapshot.
 

This functionality can be used in a variety of ways. Suppose you’d like to install the latest vendor-supplied patch for the guest OS instance running in a VM, but you want to be able to recover in case the patch installation runs amok. By taking a snapshot before installing the patch, you can revert to the snapshot in the event the patch installation doesn’t go well. You’ve just created a safety net for yourself.
 


Other Features Leverage Snapshots, Too

 

Snapshots are leveraged by vSphere Update Manager and are also used by various VM backup frameworks.

 




 

Before starting to use snapshots, be aware that vSphere FT—discussed in Chapter 7, “Ensuring High Availability and Business Continuity”—does not support snapshots, so you can’t take a snapshot of a VM that is protected with vSphere FT. Earlier versions of vSphere did not allow Storage vMotions to occur when a snapshot was present, but this limitation is removed in vSphere 5.
 

Perform the following steps to create a snapshot of a VM:
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host.


2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view. You can use the navigation bar, the View menu, or a keyboard shortcut (Ctrl+Shift+H to go to the Hosts And Clusters inventory view, for example).


3. Right-click the VM in the inventory tree, select Snapshot, and then select Take Snapshot.


4. Provide a name and description for the snapshot, and then click OK, as shown in Figure 9.28.




 


Figure 9.28 Providing names and descriptions for snapshots is an easy way to manage multiple historical snapshots.
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As shown in Figure 9.28, there are two options when taking snapshots:
 

 

 
	The option labeled Snapshot The Virtual Machine’s Memory specifies whether the RAM of the VM should also be included in the snapshot. When this option is selected, the current contents of the VM’s RAM are written to a file ending in a .vmsn extension.
 

 
	The option labeled Quiesce Guest File System (Needs VMware Tools Installed) controls whether the guest filesystem will be quiesced—or quieted—so that the guest filesystem is considered consistent. This can help ensure that the data within the guest filesystem is intact in the snapshot.
 


 

When a snapshot is taken, depending on the previous options, some additional files are created on the datastore, as shown in Figure 9.29.
 


Figure 9.29 When a snapshot is taken, some additional files are created on the VM’s datastore.
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It is a common misconception for administrators to think of snapshots as full copies of VM files. As can be clearly seen in Figure 9.29, a snapshot is not a full copy of a VM. VMware’s snapshot technology allows for minimal space consumption while still reverting to a previous snapshot by only allocating enough space to store the changes, rather than making a full copy.
 

To demonstrate snapshot technology and illustrate its behavior, I performed the following steps:
 


1. I created a VM with a default installation of Windows Server 2008 R2 with a single hard drive (recognized by the guest OS as drive C:). The virtual hard drive was thin provisioned on a VMFS volume with a maximum size of 40 GB.


2. I took a snapshot named FirstSnap.


3. I added approximately 2.7 GB of data to drive C:, represented as win2k8r2-02.vmdk.


4. I took a second snapshot named SecondSnap.


5. I once again added approximately 2.7 GB of data to drive C:, represented as win2k8r2-02.vmdk.




 

Review Table 9.4 for the results I recorded after each step.
 

Table 9.4 Snapshot demonstration results
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As you can see from Table 9.4, the VM is unaware of the presence of the snapshot and the extra VMDK files that are created. ESXi, however, knows to write changes to the VM’s virtual disk to the snapshot VMDK, properly known as a delta disk (or a differencing disk). These delta disks start small and over time grow to accommodate the changes stored within them.
 

Despite the storage efficiency that snapshots attempt to maintain, over time they can eat up a considerable amount of disk space. Therefore, use them as needed, but be sure to remove older snapshots on a regular basis. Also be aware there are performance ramifications to using snapshots. Because disk space must be allocated to the delta disks on demand, ESXi hosts must update the metadata files (.sf files) every time the differencing disk grows. To update the metadata files, LUNs must be locked, and this might adversely affect the performance of other VMs and hosts using the same LUN.
 

To view or delete a snapshot or revert to an earlier snapshot, you use the Snapshot Manager.
 

Perform the following steps to access the Snapshot Manager:
 


1. Use the vSphere Client to connect to a vCenter Server instance or an individual ESXi host.


2. In the inventory tree, right-click the name of the VM, and from the context menu select Snapshot → Snapshot Manager. Alternately, you can also click the Snapshot Manager button on the vSphere Client toolbar.


3. Select the appropriate snapshot to fall back to, and then click the Go To button, as shown in Figure 9.30.




 


Figure 9.30 The Snapshot Manager can revert to previous snapshots, but all data written since that snapshot that hasn’t been backed up elsewhere will be lost.
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To further illustrate the nature of snapshots, see Figure 9.31 and Figure 9.32. Figure 9.31 shows the filesystem of a VM running Windows Server 2008 R2 after data has been written into two new folders named temp1 and temp2. Figure 9.32 shows the same VM but after reverting to a snapshot taken before that data was written. As you can see, it’s as if the new folders never even existed. (And yes, I can assure you I didn’t just delete the folders for these screenshots. Test it yourself!)
 


  
























































Reverting to a Snapshot

 

Reverting to a snapshot incurs a loss of data. Any data that was written since the snapshot has occurred will no longer be available, along with any applications that were installed since the snapshot was taken. Therefore, revert to snapshots only if you have determined that the loss of data is acceptable or if the data is backed up elsewhere.

 




 


Figure 9.31 This VM running Windows Server 2008 R2 has had some data placed into two temporary folders.
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Figure 9.32 The same VM, after reverting to a snapshot taken before the temporary folders were created, no longer has any record of the data.
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As you can see, snapshots are a great way to protect yourself against unwanted changes to the data stored in a VM. Snapshots aren’t backups and should not be used in place of backups. However, they can protect you against misbehaving application installations or other processes that might result in data loss or corruption.
 

Snapshots cannot, though, protect the configuration of the VM. You’ve seen already how snapshots work by creating delta disks and redirecting data written in the guest OS instance into these delta disks. Snapshots don’t protect the VMX file, which is where the configuration of the VM is defined and stored, so you can’t use a snapshot to protect yourself against VM configuration changes. Be sure to keep that in mind.
 

There are additional VM management tasks that I’ll discuss in other chapters. For example, you might want to migrate a VM from one ESXi host to another ESXi host using vMotion; this is covered in Chapter 12. Changing a VM’s resource allocation settings is covered in Chapter 11.
 

In the next chapter, I’ll move from creating and managing VMs to streamlining the VM provisioning process with templates, OVF templates, and vApps. While VMware makes the VM provisioning process pretty easy, I’ll show you how using templates can simplify server provisioning even more while bringing some consistency to your VM and guest OS deployments.
 

The Bottom Line
 

Create a virtual machine.


A VM is a collection of virtual hardware pieces, like a physical system—one or more virtual CPUs, RAM, video card, SCSI devices, IDE devices, floppy drives, parallel and serial ports, and network adapters. This virtual hardware is virtualized and abstracted from the underlying physical hardware, providing portability to the VM.

 

Master It

 

Create two VMs, one intended to run Windows Server 2008 R2 and a second intended to run SLES 11 (64-bit). Make a list of the differences in the configuration that are suggested by the Create New Virtual Machine wizard.

 

Install a guest operating system.


Just as a physical machine needs an operating system, a VM also needs an operating system. vSphere supports a broad range of 32-bit and 64-bit operating systems, including all major versions of Windows Server, Windows Vista, Windows XP, and Windows 2000, as well as various flavors of Linux, FreeBSD, Novell NetWare, and Solaris.

 

Master It

 

What are the three ways in which a guest OS can access data on a CD/DVD, and what are the advantages of each approach?

 

Install VMware Tools


For maximum performance of the guest OS, it needs to have virtualization-optimized drivers that are specially written for and designed to work with the ESXi hypervisor. VMware Tools provides these optimized drivers as well as other utilities focused on better operation in virtual environments.

 

Master It

 

A fellow administrator contacts you and is having a problem installing VMware Tools. This administrator has selected the Install/Upgrade VMware Tools command, but nothing seems to be happening inside the VM. What could be the cause of the problem?

 

Manage virtual machines.


Once a VM has been created, the vSphere Client makes it easy to manage the VM. Virtual floppy images and CD/DVD drives can be mounted or unmounted as necessary. vSphere provides support for initiating an orderly shutdown of the guest OS in a VM, although this requires that VMware Tools be installed. VM snapshots allow you to take a point-in-time “picture” of a VM so that administrators can roll back changes if needed.

 

Master It

 

What are the three different ways an administrator can bring the contents of a CD/DVD into a VM?

 

Master It

 

What is the difference between the Shut Down Guest command and the Power Off command?

 

Modify virtual machines.


vSphere offers a number of features to make it easy to modify VMs after they have been created. Administrators can hot-add certain types of hardware, like virtual hard disks and network adapters, and some guest OSes also support hot-adding virtual CPUs or memory, although this feature must be enabled first.

 

Master It

 

Which method is preferred for modifying the configuration of a VM—editing the VMX file or using the vSphere Client?

 

Master It

 

Name the types of hardware that cannot be added while a VM is running.

 


  
Chapter 10
 

Using Templates and vApps
 

Creating VMs manually and installing guest operating systems (guest OSes) into those VMs is fine on a small scale, but what if you need to deploy lots of VMs? What if you need to ensure that your VMs are consistent and standardized? Through vCenter Server, VMware vSphere offers a solution: VM cloning and templates. In this chapter, I’ll show you how to use cloning, templates, and vApps to help streamline the deployment of VMs in your environment.
 

In this chapter, you will learn to
 

 

 
	Clone a VM
 

 
	Create a VM template
 

 
	Deploy new VMs from a template
 

 
	Deploy a VM from an Open Virtualization Format (OVF) template
 

 
	Export a VM as an OVF template
 

 
	Work with vApps
 


 

Cloning VMs
 

If you’ve ever wished there were a faster way to provision a new server into your environment, then VMware vSphere fulfills that wish in a big way. When you are using vCenter Server in your environment, you have the ability to clone a VM; that is, you can make a copy of the VM, including the VM’s virtual disks. How does this help provision new VMs faster? Think about it: what takes the most time when creating a new VM? It’s not the creation of the VM itself, because that takes only minutes. It’s the installation of the guest OS — whether it be Windows Server, Linux, or some other supported guest OS — that takes up the bulk of the time needed to create a new VM. Using vCenter Server to clone a VM — which means also cloning the VM’s virtual disks — keeps you from having to install the guest OS into the cloned VM. By cloning VMs, you eliminate the need to perform a guest OS installation into every new VM.
 


The First Guest OS Installation Is Still Needed

 

I mentioned in the text that cloning a VM eliminates the need to perform a guest OS installation into every new VM. That’s true—assuming you actually installed the guest OS into the VM that you’re cloning. As you consider using VM cloning to help provision new VMs, recognize that you still need to install the guest OS into your source VM. Some things just can’t be eliminated!

 




 

However, there’s a potential problem here: if you are making a clone of a guest OS installation, that means you’ll now have two VMs with the same IP address, same computer name, same MAC address, and so forth. Not to worry, though: VMware built the ability to customize the guest OS installation in the cloned VM, so that you preserve the guest OS installation but create a new identity in the cloned VM. For Linux-based guest OSes, VMware leverages open source tools to customize the installation; for Windows-based guest OSes, vCenter Server will leverage Microsoft’s well-known Sysprep tool. However, you must first install Sysprep on the vCenter Server computer.
 

Installing Sysprep on the vCenter Server
 

To customize Windows-based guest OS installations, vCenter Server leverages Microsoft’s Sysprep tool. If you aren’t familiar with Sysprep, the purpose of the tool is to allow for a single Windows installation to be cloned many times over, each time with a unique identity. This ensures that you have to install Windows only once, but you can reuse that Windows installation over and over again, each time using Sysprep to create a new computer name, new IP address, and new Security Identifier (SID).
 

In order for vCenter Server to use Sysprep, an administrator must first extract Sysprep and its associated files to a directory created during the installation of vCenter Server. If these files are not extracted before you deploy a VM, the ability to customize the guest OS will be unavailable for all versions of Windows prior to Windows Server 2008. (Windows Server 2008 does not require Sysprep to be installed on the vCenter Server computer). Figure 10.1 shows the Guest Customization page of the Deploy Template Wizard on a vCenter Server that has not had the Sysprep files extracted.
 


Figure 10.1 If the Sysprep files are not extracted and stored on the vCenter Server system, you might not be able to customize the guest OS when you clone a VM.
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Perform these steps to allow guest OS customization of Windows Server 2003 x86 (32-bit) guest OS templates:
 


1. Insert the Windows Server 2003 x86 CD into the disk drive of the vCenter Server.


2. Navigate to the /support/tools/deploy.cab directory on the Windows Server 2003 CD.


3. If the vCenter Server computer is running Windows Server 2003, copy the sysprep.exe and setupcl.exe files to this directory:



 

C:\Documents and Settings\All Users\Application Data\VMware\VMware 
VirtualCenter\sysprep\svr2003



 



 



 

If the vCenter Server computer is running Windows Server 2008 or later, then the correct path to use is
 


 

C:\ProgramData\VMware\VMware VirtualCenter\Sysprep\svr2003



 



 

Repeat these steps for other platforms (use the svr2003-64 folder for customizing 64-bit installations of Windows Server 2003 or the xp and xp-64 folders for customizing installations of Windows XP and Windows XP 64-bit, respectively). As I mentioned previously, customizing installations of Windows Server 2008 does not require a version of Sysprep to be installed on the vCenter Server computer.
 

Once you’ve installed the Sysprep tools for the appropriate versions of Windows (where applicable), you’re ready to start cloning and customizing VMs. Before you clone your first VM, though, I recommend that you take the time to create a customization specification, as I describe in the next section.
 

Creating a Customization Specification
 

vCenter Server’s customization specification works hand-in-hand with the tools for customizing VM clones (Sysprep for VMs with a Windows-based guest OS, open source tools for a VM with a Linux-based guest OS). As you’ll see later in this chapter in the section “Cloning a Virtual Machine,” the administrator has to provide vCenter Server with the information necessary to give the cloned VM its own unique identity. This includes information such as the IP address, passwords, computer name, and licensing information. A customization specification allows an administrator to provide all the information only once and then apply it as needed when cloning a VM.
 

You can create a customization specification in the following two ways:
 

 

 
	During the process of cloning a VM
 

 
	By using the Customization Specification Manager in vCenter Server
 


 

I’ll show you how to create a customization specification while cloning a VM in the section “Cloning a Virtual Machine.” For now, I’ll show you how to use the Customization Specifications Manager.
 

To access the Customization Specifications Manager, select View → Management → Customization Specifications Manager, or select the Customization Specifications Manager from the vSphere Client home page, as you can see in Figure 10.2.
 


Figure 10.2 The Customization Specifications Manager is readily accessible from the home page of the vSphere Client in the Management tab.
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After you’re in the Customization Specifications Manager area of vCenter Server (note that the Navigation bar in the vSphere Client tells you the vCenter Server instance to which you are connected), you can create a new customization specification or edit an existing customization specification. The process is almost identical whether you are creating a new customization specification or editing an existing customization specification, and in both cases it involves the vSphere Client Guest Customization Wizard.
 

Perform the following steps to create a new customization specification:
 


1. If the vSphere Client isn’t already running, launch it and connect to a vCenter Server instance. (This functionality is available only when connecting to vCenter Server, not a stand-alone ESXi host.)


2. Navigate to the Customization Specifications Manager by selecting View → Management → Customization Specifications Manager, by using the navigation bar, or by using the Ctrl+Shift+U keyboard shortcut.


3. Click New to create a new customization specification. This opens the vSphere Client Windows Guest Customization wizard.


4. From the Target Virtual Machine OS drop-down box, select either Windows or Linux. Windows is the default.


5. Provide a name for the customization specification and, optionally, a description. Click Next to continue.


6. Supply a value for both Name and Organization (you won’t be able to proceed until you supply both). Click Next to proceed.


7. Select an option for the computer name within the Windows guest OS installation.


There are four options from which to select: 
 

 
	You can manually supply a name, but this option is useless without also selecting Append A Numeric Value To Ensure Uniqueness.

 
	Select Use The Virtual Machine Name to set the computer name within the guest OS installation to the same value as the name of the VM.

 
	Choose Enter A Name In The Deploy Wizard if you want to be prompted for a name when you use this customization specification.

 
	The fourth option uses a custom application configured with vCenter Server. Because there is no custom application configured with this instance of vCenter Server, it is currently disabled (grayed out).



 


 

I generally recommend selecting Use The Virtual Machine Name. This keeps the guest OS computer name matched up with the VM name, as I recommended when creating new VMs in Chapter 9. Figure 10.3 shows the four options.

 

After you select the option you want to use in this customization specification, click Next.

 

8. Provide a Windows product key and select the appropriate server licensing mode (Per Seat or Per Server). Click Next.


9. Enter the password for the Windows Administrator account and then confirm the password.


If you’d like to log on automatically as the Administrator (perhaps to help with any automated configuration scripts), select Automatically Log On As The Administrator and specify how many times to log on automatically. Click Next to continue.

 

10. Select the correct time zone and click Next.


11. If you have any commands you want to run the first time a user logs on, supply those commands at the Run Once screen of the vSphere Client Windows Guest Customization wizard. Click Next if you have no commands to run or when you are finished entering commands to run.


12. Choose the settings you’d like to apply to the network configuration: 
 

 
	If you want to use DHCP to assign an IP address to the VM’s network interfaces, select Typical Settings.

 
	If you want to assign a static IP address to any of the network interfaces, you’ll need to select Custom Settings, and the wizard will prompt you to input that information.



 



Many administrators don’t want to use DHCP but still want to ensure that each VM has a unique IP address. To see how this can be done in the customization specification, select Custom Settings and click Next.

 

13. At the Network Interface Customizations screen, click the small button to the far right of the NIC1 line. Figure 10.4 has this button circled for your reference. This will open the Network Properties dialog box shown in Figure 10.5.


The key to assigning a static IP address to cloned VMs without having to modify the customization specification every time lies in the selection titled Prompt The User For An Address When The Specification Is Used. By selecting this, vCenter Server will prompt the user to supply a unique static IP address every time the specification is used when cloning a VM.

 

Select Prompt The User For An Address When The Specification Is Used. You must then supply a subnet mask, default gateway, and preferred and alternate DNS servers. Fill in these values, click OK, and then click Next.

 

14. Select whether you want the Windows-based guest OS to join a workgroup or a domain.


If the guest OS should join a workgroup, supply the workgroup name. If the guest should join a domain, supply the domain name and credentials to join the domain. Click Next.

 

15. Generally speaking, you will want to leave Generate New Security ID (SID) selected. Click Next.


16. Review the settings in the final screen of the vSphere Client Windows Guest Customization wizard to ensure you have the right values supplied.


If you need to change anything, use the hyperlinks on the left or the Back button to go back and change the values. Otherwise, click Finish to complete the creation of the customization specification.

 



 


Figure 10.3 The Guest Customization Wizard offers several different options for naming a cloned VM.
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Figure 10.4 This small button allows you to customize the network interface settings.
 

[image: 10.4]

 


Figure 10.5 The Network Properties dialog box has an option to prompt the user for an address.
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Because a customization specification for Windows usually contains product keys, you’ll probably need to create multiple specifications for different versions or editions of Windows. Repeat the previous steps to create additional specifications.
 

Now that you have a customization specification in place and the Sysprep tools installed on the vCenter Server computer (if you are cloning a Windows version earlier than Windows Server 2008), all you need is a source VM with a guest OS installed and you’re ready to clone and customize a VM.
 


Customization Specifications Aren’t Required

 

You aren’t required to create customization specifications. However, you will be required to supply the information found in a customization specification when you clone a VM. Because you have to enter the information anyway, why not do it only once by creating a customization specification?

 




 

Cloning a Virtual Machine
 

If you’ve performed all the steps in the previous two sections, then cloning a VM is actually simple.
 

Perform the following steps to clone a VM:
 


1. If the vSphere Client isn’t already running, launch it and connect to an instance of vCenter Server. Cloning isn’t possible when connecting directly to an ESXi host.


2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view.


3. Right-click a VM and select Clone. This opens the Clone Virtual Machine wizard.


4. Supply a name for the VM and select a logical inventory location for the VM. Click Next.


5. Select the host or cluster on which the VM will run. Click Next.


6. If you selected a cluster for which DRS is not enabled or is configured in Manual mode, you must select the specific host on which to run the VM. Click Next.


7. If prompted, select the resource pool in which the VM should be placed. Click Next.


8. Select the desired virtual disk format and select a target datastore or datastore cluster. Use the Advanced button if you want or need to place the VM’s configuration files in a different location than the virtual hard disks. Click Next to continue.


9. At this point the Clone Virtual Machine wizard is prompting you for guest customization options, as shown in Figure 10.6.


If you want to use a customization specification that you already created, you would select Customize Using An Existing Customization Specification. In this case, I want to show you how to create a specification while cloning the VM, so select Customize Using The Customization Wizard and click Next.

 

10. The vSphere Client Windows Guest Customization wizard opens.


This is the same wizard you used to create the customization specification in the section “Creating a Customization Specification.” Refer back to that section for the specific details to use as you walk through the sections of this wizard.

 

11. At the end of the vSphere Client Windows Guest Customization wizard, you are prompted to save the specification for later use, as shown in Figure 10.7.


By selecting Save This Customization Specification For Later Use, you create a customization specification that you can use again later during the process of cloning a VM. You’ve now seen both ways to create a customization specification within the vSphere Client.

 

12. Click Finish to complete the guest customization process and return to the Clone Virtual Machine wizard.


13. Review the settings for cloning the VM. If any of the settings are incorrect, use the Back button or the hyperlinks on the left to go back to the appropriate section and make any desired changes. Otherwise, click Finish to start the VM cloning process.




 


Figure 10.6 The Clone Virtual Machine Wizard offers several options for customizing the guest OS.
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Figure 10.7 You can save guest OS customizations as a specification in the middle of the VM cloning wizard.
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When the VM cloning process kicks off, the vSphere Client will show a new active task in the Recent Tasks area, as shown in Figure 10.8. From here, you can monitor the progress of the cloning operation.
 


Figure 10.8 The cloning task in the vSphere Client provides feedback on the current status of the VM cloning operation.
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Once the cloning is complete, you can power on the VM. Note that guest OS customization won’t begin until you power on the VM. After you power on the VM and the guest OS loads, the vSphere Client will kick in and start the guest customization process. Depending on the guest OS, it may take at least one reboot before the customization process is complete.
 


Cloning Running VMs

 

It’s possible to clone even powered-on VMs! The context menu of a VM provides a Clone option that allows you to make a copy of the VM. The Clone To New Virtual Machine option from the Commands list on a VM summary page accomplishes the same task. These commands are available for VMs that are powered off as well as VMs that are powered on. Keep in mind that unless you customize the guest OS, an exact copy of the original VM will be made. This could be especially useful when you’re looking to create a test environment that mirrors a live production environment.

 

In fact, one very useful application of the ability to clone a live VM would be cloning your vCenter Server VM, assuming you have it running as a VM. This would make a live copy of a fairly critical part of your virtual data center.

 




 

As you can see, cloning VMs — which may take only a few minutes, depending upon the size of the VM and your infrastructure — is a much faster way of deploying new VMs than manually creating the VM and installing the guest OS.
 

Through the use of VM cloning, administrators can create a library of “gold VM images,” master copies of VMs that have certain settings and a particular guest OS installed. The only problem with this approach is that these VMs, which are intended to serve as master copies and not be changed, can still be powered on and modified. This potential shortcoming is addressed through the use of VM templates within vCenter Server. I’ll show you how templates work in the next section.
 

Creating Templates and Deploying Virtual Machines
 

In a vSphere environment, what would traditionally take several hours to do is now reduced to a matter of minutes. In this chapter, you’ve already seen how through the use of VM cloning and customization specifications you can quickly and easily spin up new VMs, complete with the guest OS already installed. The templates feature of vCenter Server builds on this functionality to help you roll out new VMs quickly and easily with limited administrative effort, while protecting the master VMs from inadvertent changes.
 


You’ll Need vCenter Server for This Feature

 

Because templates leverage cloning to deploy new VMs, it’s possible to use templates only when you are using vCenter Server to manage your ESXi hosts.

 




 

vCenter Server offers two different options for creating templates: Clone To Template and Convert To Template. In both cases, you’ll start with a VM that already has an instance of a guest OS installed. As the name suggests, the Clone To Template feature copies this initial VM to a template format, leaving the original VM intact. Similarly, the Convert To Template feature takes the initial VM and changes it to template format, thereby removing the ability to turn on the VM without converting back to VM format. Using either approach, once the VM is in template format, that template cannot be powered on or have its settings edited. It’s now in a protected format that prevents administrators from inadvertently or unintentionally modifying the “gold image” from which other VMs are deployed.
 

When considering which VMs you should turn into templates, remember that the idea behind a template is to have a pristine system configuration that can be customized as needed for deployment to the target environment. Any information stored on a VM that becomes a template will become part of the new system that is deployed from that template. If you have VMs that are critical servers for production environments that have applications installed, those are not good candidates to become templates. The best VMs to use for templates are VMs that have a new, clean installation of the guest OS and any other base components.
 

In fact, I recommend creating a new VM specifically for use as a template or creating the template from a VM as soon after creation as possible. This ensures that the template is as pristine as possible and that all VMs cloned from that template will start out the same way.
 

You can convert a VM to a template using the context menu of the VM or the Convert To Template link in the Commands list. Figure 10.9 shows two ways an existing VM can be converted into a template format. Because templates cannot be modified, to make updates to a template you must first convert the template back to a VM, then update it, and finally convert it back to a template. Note that the Convert To Template command in Figure 10.9 is grayed out because the VM is currently powered on. To use the Convert To Template command, the VM must be powered off.
 


Figure 10.9 Users can either convert a VM to a template or clone the VM to a template.
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Cloning a Virtual Machine to a Template
 

The Clone To Template feature provides the same result as the conversion method in creating a template that can be deployed as a new VM, but it differs from the conversion method in that the original VM remains intact. By leaving the original VM in a format that can be turned on, the Clone To Template feature facilitates making updates to the template. This means you don’t have to store the template object definition in the same datastore from which the VM was built.
 

Perform these steps to clone a VM into a template format:
 


1. Use the vSphere Client to connect to a vCenter Server instance. Cloning and templates are not supported when using the vSphere Client to connect directly to an ESXi host.


2. Navigate to the Hosts And Clusters or VMs And Templates inventory view.


Either view allows you to clone to a template, but you’ll only be able to see the template in the VMs And Templates inventory view.

 

3. Right-click the VM to be used as a template, and select Template → Clone To Template.


4. Type a name for the new template in the Template Name text box, select a logical location in the inventory to store the template, and then click Next.


5. Select the host or cluster where the template should be hosted, and click Next.


6. If you selected a cluster for which DRS is disabled or is configured for Manual operation, you must select a specific host in the cluster. Click Next.


7. At the top of the next screen, shown in Figure 10.10, select the disk format for the template.


Four options are available for the template’s disk format: 
 

 
	The Same Format As Source option keeps the template’s virtual disks in the same format as the VM that is being cloned.

 
	Thick Provision Lazy Zeroed means that the space is fully allocated when the virtual disk is created, but the space is not zeroed out upon creation.

 
	Thick Provision Eager Zeroed also allocates all space on creation and also zeroes all the space out before it can be used. This format is required for use with vSphere FT.

 
	Thin Provision format commits space on demand, meaning that it will occupy only as much space as is currently used by the guest OS.



 


 

8. If you have defined any VM storage profiles, choose the appropriate storage profile from the VM Storage Profile drop-down list. If no VM storage profiles haven’t been enabled or none are defined, this drop-down list is disabled (grayed out). Click Next to continue.


9. Review the template configuration information, and click Finish.




 


You Don’t Customize Templates

 

You’ll note that you didn’t have an option to customize the template. The guest OS customization occurs when you deploy VMs from a template, not when you create the template itself. Remember that templates can’t be powered on, and guest OS customization requires that the VM be powered on.

 




 


Figure 10.10 vCenter Server offers four options for storing a template’s virtual disks.
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Templates have a different icon than the one used to identify a VM in the vCenter Server inventory. The template objects are available by clicking a datacenter object and then selecting the Virtual Machines tab or by adjusting the inventory view to the VMs And Templates view.
 

Deploying a Virtual Machine from a Template
 

After you have created a library of templates, provisioning a new VM is as simple as right-clicking the template you’d like to use as the base system image.
 

Perform these steps to deploy a VM from a template:
 


1. Use the vSphere Client to connect to a vCenter Server instance. Cloning and templates are not supported when using the vSphere Client to connect directly to an ESXi host.


2. Locate the template object to be used as the VM baseline. You will find the template object in the VMs And Templates inventory view.


3. Right-click the template object and select Deploy Virtual Machine From This Template. This launches the Deploy Template wizard.


4. Type a name for the new VM in the VM’s Name text box, select a logical location in the inventory to store the VM, and then click Next.


5. Select the cluster or host on which the VM should run, and then click Next.


6. If you selected a cluster for which DRS is not enabled or is configured to operate in Manual mode, you must select the specific host on which to run the VM. Click Next.


7. If prompted, select the resource pool in which the VM should be located and click Next.


8. Select the desired virtual disk format for the VM to be created from the template.


9. If you have defined any VM storage profiles, choose the appropriate storage profile from the VM Storage Profile drop-down list, then select the destination datastore or datastore cluster. Use the Advanced button (shown in Figure 10.11 but not selected) if you need to place VM configuration files and virtual disks in separate locations.


10. Select how you want to customize the guest OS.


You can use an existing customization specification by selecting Customize Using An Existing Customization Specification, or you can select Customize Using The Customization Wizard to supply the customization information interactively. I’ve shown you both options already. In this case, let’s use the specification you created earlier, so select Customize Using An Existing Customization Specification and select the specification you created earlier. Click Next.

 


Don’t Select Do Not Customize

 

I do not recommend selecting Do Not Customize. This will result in a VM that has the same guest OS settings as the original template. While this might not cause any problems the first time you deploy from this template, it will almost assuredly cause problems for future deployments.

 

The only instance in which selecting Do Not Customize is applicable is if you have already taken steps within the guest OS installation (such as running Sysprep in a VM with a Windows-based guest OS) before converting it to a template.

 




 

11. Because the customization specification you created earlier was created with the option to prompt the user for the static IP address to be assigned to the guest OS, the Deploy Template Wizard now prompts you for the IP address. Enter the IP address you want to assign to this VM and click Next. If the customization had been configured to use DHCP, the wizard would skip this step.


12. Review the template deployment information.


If there are changes you need to make, use the hyperlinks or the Back button to go back and make changes. Otherwise, click Finish to start the VM deployment from the template.

 



 


Figure 10.11 Select a datastore for a new VM based on the vMotion, DRS, HA, and other constraints of your organization.
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vCenter Server will proceed to copy all the files that compose the template into a new location on the selected datastore. The first time the new VM is powered on, vCenter Server will kick in and perform the customization according to the values stored in the customization specification or the values you entered in the Guest Customization wizard. Aside from those changes, the new VM will be an exact copy of the original template. By incorporating the latest patches and updates in your templates, you can thus be sure that your cloned VMs are up to date and consistent.
 

Templates are a great way to help standardize the configuration of your VMs while also speeding up the deployment of new VMs. Unfortunately, vCenter Server doesn’t make it possible for you to transport a template between vCenter Server instances or between different installations of VMware vSphere. To help address that limitation, VMware helped develop a new industry standard: the Open Virtualization Format (OVF) standard.
 

Using OVF Templates
 

Open Virtualization Format (formerly called Open Virtual Machine Format) is a standard format for describing the configuration of a VM. While originally pioneered by VMware, other virtualization vendors now support OVF as well. VMware vSphere 5 provides OVF support in two different ways:
 

 

 
	Deploying new VMs from an OVF template (essentially, importing a VM in OVF format)
 

 
	Exporting a VM as an OVF template
 


 

Let’s look first at deploying VMs from an OVF template.
 

Deploying a VM from an OVF Template
 

The first way to work with OVF templates is to deploy a VM from an OVF template by simply selecting File → Deploy OVF Template. This initiates a wizard that walks you through deploying a new VM from the OVF template. Figure 10.12 shows that vCenter Server can deploy OVF templates stored locally as well as OVF templates that are stored remotely and are accessible with a URL.
 


Figure 10.12 vCenter Server uses a wizard to deploy templates from OVF.
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Aside from selecting the source location of the OVF template, the process of deploying a VM from an OVF template is the same regardless of whether you are importing from a local set of files or downloading it across the Internet.
 

Perform the following steps to deploy a VM from an OVF template:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance or an ESXi host.


2. From within the vSphere Client, go to the File menu, and select Deploy OVF Template.


3. Select the source location of the OVF template — which must be provided in OVF or OVA format — and click Next.



OVF or OVA?

 

Later in this chapter in the section “Examining OVF Templates,” I’ll provide more information on the difference between OVF and OVA.

 




 

4. The OVF Template Details screen summarizes the information about the template. Click Next to continue.


5. Click the Accept button to accept the end user license agreement, and click Next.


6. Supply a name for the new VM you’re deploying from the OVF template, and select a location within the vCenter Server inventory.


This is a logical location, not a physical location; you’ll select the physical location (where the new VM will run and where the virtual hard disk files will be stored) in the next step.

 

7. Select a cluster, an ESXi host, or a resource pool where the new VM will run, and then click Next.


8. If you selected a cluster for which vSphere DRS is not enabled or is set to Manual, you must select a specific host on which to run the VM. Select an ESXi host and click Next.


9. Choose the datastore or datastore cluster where you want to store the new VM.


If you are unsure of how much space the new VM requires, the OVF Template Details screen, described in step 4, shows how much space the VM requires. Click Next after you’ve selected the datastore you want to use.

 

10. Select the virtual disk format you want to use for the new VM.


The Thick Provision Lazy Zeroed and Thick Provision Eagerly Zeroed options will allocate all space up front; the Thin Provision option will allocate space on an as-needed basis. Refer to the section “Creating a Virtual Machine” in Chapter 9 for more details on these options.

 

Click Next after selecting a disk format.

 

11. For each source network defined in the OVF template, map that source network to a destination network in vCenter Server.


The destination networks are port groups or dvPort groups, as you can see in Figure 10.13.

 

12. Some OVF templates will ask you to confirm how IP addresses should be assigned to the new VM, as you can see in Figure 10.14. Select the option you prefer (Fixed, Transient, or DHCP) and click Next.



Selecting the Correct IP Allocation Policy

 

Generally, you will select either Fixed or DHCP. The Transient option requires specific configurations within vCenter Server (IP pools created and configured) as well as support within the guest OS inside the OVF template. This support usually takes the form of a script or an executable application that sets the IP address.

 




 

13. Some OVF templates will now prompt the user to input certain properties that will be used by the new VM.


For example, if you selected Fixed as the IP address allocation mechanism in step 12, you would be prompted to assign an IP address in this step as illustrated in Figure 10.15. Supply the correct value, and then click Next to continue.

 

14. The Ready To Complete screen summarizes the actions to be taken while deploying the new VM from the OVF template. If everything is correct, click Finish; if anything is incorrect, use the Back button to go back and make the correct selection.




 


Figure 10.13 Source networks defined in the OVF template are mapped to port groups and dvPort groups in vCenter Server.
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Figure 10.14 vSphere administrators have different options for controlling how new VMs deployed from OVF templates are assigned an IP address.
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Figure 10.15 The Deploy OVF Template Wizard provides a warning if properties have invalid values assigned.
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Once the deployment of the new VM from the OVF template is complete, the new VM is treated like any other VM in the inventory. You can power it on, power it off, clone it, or snapshot it — refer to Chapter 9 for more details on these tasks.
 

The other way vCenter Server allows you to work with OVF is to export a VM as an OVF template.
 

Exporting a VM as an OVF Template
 

In addition to providing the ability to deploy new VMs from an OVF template, vCenter Server also provides the ability to export an existing VM as an OVF template. This functionality could be used in a number of different ways:
 

 

 
	Creating a template that could be transported between multiple vCenter Server instances
 

 
	Transporting a VM from one vSphere installation to another vSphere installation
 

 
	Allowing a software vendor to package its product as a VM and easily distribute it to customers
 


 

Whatever your reason for exporting a VM as an OVF template, the process is relatively straightforward.
 

Perform these steps to export a VM as an OVF template:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance or an ESXi host.


2. From within the vSphere Client, go to the File menu and select Export → Export OVF Template. This opens the Export OVF Template dialog box.


3. Supply a name for the OVF template, select a directory where the OVF template will be stored, and choose the format: 
 

 
	The Folder Of Files (OVF) format puts the separate components of an OVF template — the manifest (MF) file, the structural definition (OVF) file, and the virtual hard disk (VMDK) file — as separate files in a folder.

 
	The Single File (OVA) format combines the separate components into a single file. You might find this format easier to transport or distribute.



 



4. Supply a description for the OVF template.


5. When you are ready to begin the export, click OK.


6. The selected VM is exported to the chosen directory as an OVF template.


Figure 10.16 shows a VM that was exported as an OVF template in OVF (folder of files) format, so that you can see the different components.

 



 


Figure 10.16 Examining this VM exported as an OVF template shows the different components of an OVF template.
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Once the VM has been successfully exported as an OVF template, you can use the steps in “Deploying a VM from an OVF Template” to import that VM back into a VMware vSphere implementation.
 

Before I move away from the topic of OVF templates, I want to take a quick look at the structure and components that make up an OVF template.
 

Examining OVF Templates
 

In Figure 10.16, I showed you the different files that make up an OVF template. In this example, three files make up the OVF template that you exported out of vCenter Server:
 

 

 
	The manifest file ends in .mf and contains SHA-1 digests of the other two files. This allows vCenter Server (and other applications that support the OVF specification) to verify the integrity of the OVF template by computing the SHA-1 digests of the other files in the package and comparing them against the SHA-1 digests in the manifest file. If the digests match, then the contents of the OVF template have not been modified.
 


 


What Protects the Manifest?

 

The manifest contains SHA-1 digests to help an application verify that the components of the OVF template have not been modified. But what protects the manifest? The OVF specification allows for the use of an optional X.509 digital certificate that can verify the integrity of the manifest file as well.

 




 

 

 
	The OVF descriptor is an XML document, ending in .ovf, that contains information about the OVF template, such as product details, virtual hardware, requirements, licensing, a full list of file references, and a description of the content of the OVF template. Listing 10.1 shows the partial contents of the OVF descriptor for the VM I exported from vCenter Server in the previous section. (I’ve added backslashes (\) where a line has been manually wrapped to help with the readability of the OVF descriptor.)
 

 
	A virtual hard disk file, ending in .vmdk. The OVF specification supports multiple virtual hard disk formats, not just the VMDK files used by VMware vSphere, but obviously vCenter Server and VMware ESXi only natively support virtual hard disks in the VMDK format. Depending on the OVF template, it may contain multiple VMDK files, all of which would need to be referenced in the OVF descriptor file (refer to the DiskSection in the OVF descriptor file in Listing 10.1).
 


 


Listing 10.1: Partial contents of a sample OVF descriptor file:



 
<?xml version="1.0" encoding="UTF-8"?>
<!--Generated by VMware VirtualCenter Server, User: Administrator, \
  UTC time: 2011-04-05T00:37:32.238463Z-->
<Envelope vmw:buildId="build-380461" \
xmlns="http://schemas.dmtf.org/ovf/envelope/1" \
xmlns:cim="http://schemas.dmtf.org/wbem/wscim/1/common" \
xmlns:ovf="http://schemas.dmtf.org/ovf/envelope/1" \
xmlns:rasd="http://schemas.dmtf.org/wbem/wscim/1/cim-schema \
/2/CIM_ResourceAllocationSettingData"
xmlns:vmw="http://www.vmware.com/schema/ovf" \
xmlns:vssd="http://schemas.dmtf.org/wbem/wscim/1/cim-schema \
/2/CIM_VirtualSystemSettingData" \
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
 <References>
  <File ovf:href="core2k8r2-01-disk1.vmdk" ovf:id="file1" \
  ovf:size="1152849920" />
 </References>
 <DiskSection>
  <Info>Virtual disk information</Info>
  <Disk ovf:capacity="30" ovf:capacityAllocationUnits="byte * 2ˆ30" \
  ovf:diskId="vmdisk1" ovf:fileRef="file1" \
  ovf:format="http://www.vmware.com/interfaces/specifications/vmdk.html# \
  streamOptimized" ovf:populatedSize="2744057856" />
 </DiskSection>
 <NetworkSection>
  <Info>The list of logical networks</Info>
  <Network ovf:name="VLAN19">
   <Description>The VLAN19 network</Description>
  </Network>
 </NetworkSection>
 <VirtualSystem ovf:id="core2k8r2-01">
  <Info>A virtual machine</Info>
  <Name>core2k8r2-01</Name>
  <OperatingSystemSection ovf:id="1" \
  vmw:osType="windows7Server64Guest">
   <Info>The kind of installed guest operating system</Info>
   <Description>Microsoft Windows Server 2008 R2 (64-bit) \
   </Description>
  </OperatingSystemSection>
  <VirtualHardwareSection>
   <Info>Virtual hardware requirements</Info>
   <System>
    <vssd:ElementName>Virtual Hardware Family</vssd:ElementName>
    <vssd:InstanceID>0</vssd:InstanceID>
    <vssd:VirtualSystemIdentifier>core2k8r2-01
    </vssd:VirtualSystemIdentifier>
    <vssd:VirtualSystemType>vmx-08</vssd:VirtualSystemType>
   </System>
  </VirtualHardwareSection>
 </VirtualSystem>
</Envelope>



 



 

The OVF specification allows two different formats for OVF templates, which I’ve discussed briefly. OVF templates can be distributed as a set of files, like the OVF template I exported from vCenter Server in the previous section, “Exporting a VM as an OVF Template.” In this case, it’s easy to see the different components of the OVF template, but it’s a bit more complicated to distribute unless you are distributing the OVF template as a set of files on a web server (keep in mind that vCenter Server and VMware ESXi can deploy VMs from an OVF template stored at a remote URL).
 

OVF templates can also be distributed as a single file. This single file ends in .ova and is in TAR format, and the OVF specification has strict requirements about the placement and order of components within the OVA archive. All the components that I’ve already described are still present, but because everything is stored in a single file, it’s more difficult to view them independently of each other. However, using the OVA (single file) format does make it easier to move the OVF template between locations because there is only a single file with which to work.
 


Want Even More Detail?

 

The full OVF specification as approved by the Desktop Management Task Force (DMTF) is available from the DMTF website at www.dmtf.org/standards/ovf. At the time this book was written, the latest version of the specification was version 1.1.0, published in January 2010.

 




 

The OVF specification also gives OVF templates another interesting ability: the ability to encapsulate multiple VMs inside a single OVF template. The OVF descriptor contains elements that specify whether the OVF template contains a single VM (noted by the VirtualSystem element, which you can see in Listing 10.1) or multiple VMs (noted by the VirtualSystemCollection element). An OVF template that contains multiple VMs would allow a vSphere administrator to deploy an entire collection of VMs from a single OVF template.
 

In fact, vSphere leverages this ability of an OVF template to encapsulate multiple VMs in a key feature known as vApps.
 

Working with vApps
 

vApps are a way for vSphere administrators to combine multiple VMs into a single unit. Why is this functionality useful? Increasingly, enterprise applications are no longer constrained to a single VM. Instead, enterprise applications may have components spread across multiple VMs. For example, a typical multitier application might have one or more front-end web servers, an application server, and a back-end database server. Although each of these servers is a discrete VM and could be managed as such, they are also part of a larger application that is servicing the organization. Combining these different VMs into a vApp allows the vSphere administrator to manage the different VMs as a single unit.
 

In this section, I’ll show you how to work with vApps, including creating vApps and editing vApps. Let’s start with creating a vApp.
 

Creating a vApp
 

Creating a vApp is a two-step process. First, you create the vApp container and configure any settings. Second, you add one or more VMs to the vApp, either by cloning existing VMs, deploying from a template, or creating a new VM from scratch in the vApp. You repeat adding VMs until you have all the necessary VMs contained in the vApp.
 

Perform these steps to create a vApp:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance or a stand-alone ESXi host.


2. Ensure that you are in an inventory view that will allow you to create a vApp by selecting View → Inventory → Hosts And Clusters or View → Inventory → VMs And Templates.


3. Right-click an existing host, resource pool, or cluster and select New vApp. This launches the New vApp Wizard.



Limitations on Creating New vApps

 

While you can create vApps inside other vApps, you can’t create a vApp on a cluster that does not have vSphere DRS enabled.

 




 

4. Supply a name for the new vApp.


If you are connected to vCenter Server, you must also select a location in the folder hierarchy in which to store the vApp. (This is logical placement, not physical placement.)

 

5. Click Next. This advances the New vApp Wizard to the Resource Allocation step. If you need to adjust the resource allocation settings for the vApp, you may do so here.


By default, as shown in Figure 10.17, a new vApp is given normal priority, no reservation, and no limit on CPU or memory usage. It’s important to note, however, that these default settings might not fit into your overall resource allocation strategy. Be sure to read Chapter 11, “Managing Resource Allocation,” for more information on the impact of vApps on your resource allocation settings.

 

6. Click Next to proceed to the final step in the New vApp Wizard. From here, review the settings for the new vApp. If everything is correct, click Finish; otherwise, go back in the wizard to change what needs to be changed.




 


Figure 10.17 You will want to ensure these default resource allocation settings are appropriate for your specific environment.
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After the vApp is created, you can proceed with adding VMs to the vApp. There are a few different ways to add VMs to a vApp:
 

 

 
	You can clone an existing VM into a new VM inside the vApp. I described the process of cloning a VM earlier in this chapter in the section “Cloning a Virtual Machine”; that same procedure applies here. One interesting note: when cloning a VM into a vApp, the choice of logical folder location is ignored, as you can see in Figure 10.18.
 

 
	You can deploy a new VM from a vCenter Server template and put the new VM into the vApp.
 

 
	You can create an entirely new VM from scratch inside the vApp. Because you are creating a new VM from scratch, this means that you will have to install the guest OS into the VM; cloning an existing VM or deploying from a template typically eliminates this task.
 

 
	You can drag and drop an existing VM and add it to a vApp.
 


 


Figure 10.18 Selecting a vApp as the destination for cloning an existing VM causes vCenter Server to ignore the logical folder location.
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Once the vApp is created and you’ve added one or more VMs to the vApp, you’ll probably need to edit some of the vApp’s settings.
 

Editing a vApp
 

Editing a vApp is a bit different because a vApp is a container, of sorts, and the vApp has properties and settings just as the VMs in that vApp have properties and settings. To help avoid confusion about where a setting should be set or edited, VMware has tried to make the vApp container as lean and simple as possible. There are really only a few settings that can be edited at the vApp level. I’ll discuss these in the next few sections.
 

Editing a vApp’s Resource Allocation Settings
 

To edit a vApp’s resource allocation settings, right-click a vApp and select Edit Settings from the context menu. This will bring up the Edit vApp Settings dialog box, shown in Figure 10.19.
 


Figure 10.19 The Edit vApp Settings dialog box is where you can make any changes that need to be made to a vApp’s configuration.
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Selecting the Options tab and then the Resources option will expose the vApp’s resource allocation settings. From here you can assign a higher or lower priority of access to resources, reserve resources for the vApp, or even limit the resources used by the vApp. If you don’t understand what these settings mean or how they are used yet, don’t worry; Chapter 11 provides complete details on using these settings in your VMware vSphere environment.
 

Editing a vApp’s IP Allocation Policy
 

On the Options tab of the Edit vApp Settings dialog box, the IP Allocation Policy option allows you to modify how IP addresses will be allocated to VMs contained within the vApp, as shown in Figure 10.20. 
 


Figure 10.20 A vApp offers different options for assigning IP addresses to VMs inside a vApp.
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As you can see, the three possible settings are Fixed, Transient, and DHCP:
 

 

 
	When you use the Fixed option, the IP addresses must be manually set in the guest OS instance inside the VM.
 

 
	The Transient option leverages vCenter Server’s ability to create and manage IP pools to assign IP addresses to the VMs inside a vApp. When the VMs are powered off, the IP addresses are automatically released.
 

 
	The DHCP option leverages an external DHCP server to assign IP addresses to the VMs in a vApp.
 


 


IP Pools Aren’t the Same as DHCP

 

You might initially think that using Transient with IP pools means that vCenter Server uses a DHCP-like mechanism to assign IP address to VMs inside a vApp without any further interaction from the user. Unfortunately, this is not the case. Using Transient with IP pools requires the guest OSes in the VMs in the vApp to have some sort of support for this functionality. This support is typically in the form of a script, executable, or other mechanism whereby an IP address is obtained from the IP pool, and it is assigned to the guest OS inside the VM. It is not the same as DHCP and it does not replace or supplant DHCP on a network segment.

 




 

When you first create a vApp, you will find that the only IP allocation policy that you can select here is Fixed. You will need to enable the other two options before you can select them. Enabling the other IP allocation options is done from the Advanced area of the Options tab by clicking the IP Allocation button. This activates the Advanced IP Allocation dialog box shown in Figure 10.21.
 


Figure 10.21 If you want to use the Transient (also called OVF Environment) or DHCP options, you must enable them in this dialog box.
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Editing a vApp’s Advanced Settings
 

The Advanced area of the Edit vApp Settings dialog box is also where you can supply some additional metadata about the vApp, such as product name, product version, vendor name, or vendor URL. The values supplied here might be prepopulated, if you have a vApp that you received from a vendor, or you might populate these values yourself. Either way, the values set here show up on the Summary tab of the vApp in the vSphere Client. Figure 10.22 shows a vApp’s metadata as it appears in the vSphere Client.
 


Figure 10.22 The vSphere Client displays the metadata in the General area of the Summary tab of a vApp object.
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Editing a vApp’s Power Settings
 

One of the value propositions of a vApp is that you can power on or power off all the VMs in a vApp in one step. I’ll show you how that’s done in just a moment — although you probably have already figured it out — but first I want to cover the vApp’s power settings.
 

The Start Order tab of the Edit vApp Settings dialog box is where you can set the startup order of the VMs and specify how much time will elapse between VMs booting up. Likewise, this is where you can set the shutdown action and timing.
 

For the most part, the only thing you’ll really need to adjust here is the actual startup/shutdown order. Use the up/down arrows to move the order of the VMs so that the VMs boot up in the correct sequence. For example, you may want to ensure that the backend database VM comes up before the middle-tier application server, which should in turn come up before the frontend web server. You can control all this from the Start Order tab. Generally speaking, most of the defaults here are fine.
 

Note that I said “most of the defaults.” There is one default setting that I would recommend you change. The Shutdown Action is, by default, set to Power Off. I recommend you change this to Guest Shutdown (which will require VMware Tools to be installed in the guest OS instance). You can set this on a per-VM basis, so if you have a VM that doesn’t have the tools installed — not a recommended situation, by the way — then you can leave Shutdown Action set to Power Off.
 

Figure 10.23 shows the Shutdown Action for the VM named win2k8r2-04 set to Guest Shutdown instead of Power Off.
 


Figure 10.23 Using Guest Shutdown instead of Power Off will help avoid corruption in the guest OS instance.
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Changing a vApp’s Power State
 

The process for powering on or powering off a vApp is the same as for a standard VM. You can select one of the following three methods to power on a vApp:
 

 

 
	The Power On button on the vSphere Client toolbar (looks like a green triangle)
 

 
	The Power On command in the Commands section of the Summary tab (these commands change to Power Off and Suspend when the vApp is powered on already, as shown in Figure 10.24)
 

 
	The Power On command from the vApp’s context menu, accessible by right-clicking a vApp
 


 


Figure 10.24 The Commands section of the Summary tab for a vApp offers options to change the power state.
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The Start Order tab in the vApp’s properties controls what happens when the user tells vCenter Server to power on the vApp; you can see this in Figure 10.23. vCenter Server will power on all the VMs in a group, wait the specified period of time, then power on the VMs in the next group, wait the specified period of time, and so on. You can control the order in which VMs should be started as well as the waiting period between the groups by editing the settings shown in the Start Order tab.
 

Once the vApp is up and running, then you can suspend the vApp or power down the vApp just as you would suspend or power down a stand-alone VM. Depending on the settings on the Start Order tab, the VMs within a vApp can be configured in different ways to respond to a Power Off request to the vApp itself. As I recommended in the previous section, it’s probably best to set Guest Shutdown as the action to take in response to a request to power off the vApp. Shutdown occurs in the reverse order from startup of the vApp.
 

Cloning a vApp
 

In much the same manner as cloning individual VMs, you can also clone a vApp.
 

Perform the following steps to clone a vApp:
 


1. If the vSphere Client is not already running, launch it and connect to a vCenter Server instance. You must connect to vCenter Server in order to clone a vApp.


2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view; both of them show the vApp objects in the inventory.


3. Right-click the vApp and select Clone.


4. In the Clone vApp Wizard, select a host, cluster, or resource pool on which to run the new vApp. Because vApps require vSphere DRS, you cannot select a cluster on which vSphere DRS is not enabled. Click Next.


5. Supply a name for the new vApp, and select a logical inventory location for the vApp. Click Next to continue.


6. Select a target datastore or datastore cluster, and then click Next. Note that you do not have the option to select a VM storage profile. While member VMs can have VM storage profiles assigned, you can’t assign a VM storage profile to the vApp itself.


7. Select the target virtual disk format. Click Next.


8. Select the correct mappings from the source networks to the destination networks. Click Next when you are finished with the network mappings.


9. If the vApp has specific properties defined, you will next have the option to edit those properties for the cloned vApp. Click Next when you are ready to continue.


10. Review the settings for the new vApp, and use the Back button or the hyperlinks on the left to go back and make changes if needed. If everything is correct, click Finish.




 

vCenter Server will clone the vApp container object and all VMs within the vApp. vCenter Server will not, however, customize the guest OS installations inside the VMs in the vApp; the administrator assumes the burden of ensuring that the VMs in the cloned vApp are customized appropriately.
 

So far in this chapter, you’ve seen how to clone VMs, customize cloned VMs, create templates, work with OVF templates, and work with vApps. In the last section of this chapter, I’ll take a quick look at importing VMs from other environments into your VMware vSphere environment.
 

Importing Machines from Other Environments
 

Previous versions of VMware vSphere offered tools to help customers take OS installations on physical hardware and migrate them — using a process called a physical-to-virtual migration, or a P2V migration — into a virtualized environment running vSphere. Two tools, in particular, were included in previous versions of VMware vSphere:
 

 

 
	The vCenter Converter was a plug-in for vCenter Server that added P2V functionality directly in the vSphere Client. From within the vSphere Client, administrators could initiate P2V migrations.
 

 
	Guided Consolidation was a plug-in for vCenter Server that helped customers assess their physical systems to determine their suitability to run in a virtualized environment.
 


 

Unfortunately, vSphere 4.1 was the last version of VMware vSphere to include these tools. In vSphere 5, neither Guided Consolidation nor the vCenter Converter plug-in is available.
 

VMware does still offer a stand-alone product called VMware Converter. VMware Converter provides both P2V functionality as well as virtual-to-virtual (V2V) functionality. The V2V functionality allows VMs created on other virtualization platforms to be imported into VMware vSphere. Administrators can also use VMware Converter’s V2V functionality to export VMs out of VMware vSphere to other virtualization platforms. This V2V functionality is particularly helpful in moving VMs between VMware’s enterprise-class virtualization platform, VMware vSphere, and VMware’s hosted virtualization platforms, such as VMware Workstation for Windows or Linux or VMware Fusion for Mac OS X. Although VMware created all these products, slight differences in the architecture of the products require the use of VMware Converter or a similar tool to move VMs between the products.
 


Why No VMware Converter Coverage?

 

At the time this book was being written, a version of VMware Converter that was compatible with vSphere 5 had not yet entered beta testing, so it was impossible for me to provide any coverage of the tool in this book.

 




 

The Bottom Line
 

Clone a VM.


The ability to clone a VM is a powerful feature that dramatically reduces the amount of time to get a fully functional VM with a guest OS installed and running. vCenter Server provides the ability not only to clone VMs but also to customize VMs, ensuring that each VM is unique. You can save the information to customize a VM as a customization specification and then reuse that information over and over again. vCenter Server can even clone running VMs.

 

Master It

 

Where and when can customization specifications be created in the vSphere Client?

 

Master It

 

A fellow administrator comes to you and wants you to help streamline the process of deploying Solaris x86 VMs in your VMware vSphere environment. What do you tell him?

 

Create a VM template.


vCenter Server’s templates feature is an excellent complement to the cloning functionality. With options to clone or convert an existing VM to a template, vCenter Server makes it easy to create templates. By creating templates, you ensure that your VM master image doesn’t get accidentally changed or modified. Then, once a template has been created, vCenter Server can clone VMs from that template, customizing them in the process to ensure that each one is unique.

 

Master It

 

Of the following tasks, which are appropriate to be performed on a VM running Windows Server 2008 that will eventually be turned into a template?

 


A. Align the guest OS’s file system to a 64 KB boundary.

 

B. Join the VM to Active Directory.

 

C. Perform some application-specific configurations and tweaks.

 

D. Install all patches from the operating system vendor.

 



 

Deploy new VMs from a template.


By combining templates and cloning, VMware vSphere administrators have a powerful way to standardize the configuration of VMs being deployed, protect the master images from accidental change, and reduce the amount of time it takes to deploy new guest OS instances.

 

Master It

 

Another VMware vSphere administrator in your environment starts the wizard for deploying a new VM from a template. He has a customization specification he’d like to use, but there is one setting in the specification he wants to change. Does he have to create an all-new customization specification?

 

Deploy a VM from an OVF template.


Open Virtualization Format (OVF, formerly Open Virtual Machine Format) templates provide a mechanism for moving templates or VMs between different instances of vCenter Server or even entirely different and separate installations of VMware vSphere. OVF templates combine the structural definition of a VM along with the data in the VM’s virtual hard disk and can either exist as a folder of files or as a single file. Because OVF templates include the VM’s virtual hard disk, OVF templates can contain an installation of a guest OS and are often used by software developers as a way of delivering their software preinstalled into a guest OS inside a VM.

 

Master It

 

A vendor has given you a zip file that contains a VM they are calling a virtual appliance. Upon looking inside the zip file, you see several VMDK files and a VMX file. Will you be able to use vCenter Server’s Deploy OVF Template functionality to import this VM? If not, how can you get this VM into your infrastructure?

 

Export a VM as an OVF template.


To assist in the transport of VMs between VMware vSphere installations, you can use vCenter Server to export a VM as an OVF template. The OVF template will include both the configuration of the VM as well as the data found in the VM.

 

Master It

 

You are preparing to export a VM to an OVF template. You want to ensure that the OVF template is easy and simple to transport via a USB key or portable hard drive. Which format is most appropriate, OVF or OVA? Why?

 

Work with vApps.


vSphere vApps leverage OVF as a way to combine multiple VMs into a single administrative unit. When the vApp is powered on, all VMs in it are powered on, in a sequence specified by the administrator. The same goes for shutting down a vApp. vApps also act like a bit like resource pools for the VMs contained within them.

 

Master It

 

Name two ways to add VMs to a vApp.

 


  
Chapter 11
 

Managing Resource Allocation
 

The idea that we can take a single physical server and host many VMs has a great deal of value in today’s dynamic datacenter environments, but let’s face it: there are limits to how many VMs can run on a VMware ESXi host. The key to making the most of your virtualization platform is to understand how key resources — memory, processors, disks, and networks — are consumed by the VMs running on the host and how the host itself consumes resources. The method an ESXi host uses to arbitrate access to each resource is a bit different. This chapter discusses how an ESXi host allocates these resources and how you can change the way these resources are allocated.
 

In this chapter, you will learn to
 

 

 
	Manage VM memory allocation
 

 
	Manage CPU utilization
 

 
	Create and manage resource pools
 

 
	Control network and storage I/O utilization
 


 

Reviewing Virtual Machine Resource Allocation
 

One of the most significant advantages of server virtualization is the ability to allocate resources to a VM based on the machine’s actual performance needs. In the traditional physical server environment, a server is often provided with more resources than it really needs because it was purchased with a specific budget in mind and the server specifications were maximized for the budget provided. For example, does a Dynamic Host Configuration Protocol (DHCP) server really need dual processors, 16 GB of RAM, and 146 GB mirrored hard drives? In most situations, the DHCP server will most certainly underutilize those resources. In the virtual world, you can create a VM better suited for the role of a DHCP server. For this DHCP server, then, you would assemble a VM with a more suitable 2 GB or 4 GB of RAM (depending on the guest OS), access to a single CPU, and 20 GB to 40 GB of disk space, all of which are provided by the ESXi host on which the VM is running. Then, you can create additional VMs with the resources they need to operate effectively without wasting valuable memory, CPU cycles, and disk storage. Correctly allocating resources based on the anticipated need of the guest OS and the applications inside a VM is the essence of right-sizing your VMs, which I discussed in Chapter 9, “Creating and Managing Virtual Machines.” Right-sizing your VMs allows you to achieve greater efficiency and higher consolidation ratios (more VMs per physical server).
 

Even when you right-size your VMs, though, as you add more VMs, each VM places additional demand on the ESXi host, and the host’s resources are consumed to support the VMs. At a certain point, the host will run out of resources. What does ESXi do when it runs out of resources? How does ESXi handle it when the VMs are asking for more resources than the physical host can actually provide? How can you guarantee that a guest OS and its applications get the resources they need without being starved by other guest OSes and their applications?
 

Fortunately, VMware vSphere offers a set of controls that are designed to do exactly that: to guarantee access to resources when necessary, to curb or control the use of resources, and to enable prioritized access to resources when available resources are low. Specifically, vSphere offers three controls for controlling or modifying resource allocation: reservations, limits, and shares.
 

While the behavior of these mechanisms varies based on the resource, the basic idea behind these mechanisms is as follows:
 


Reservations Reservations serve to act as guarantees of a particular resource. You would use reservations when you want to ensure that, no matter what else is going on, a specific VM is absolutely assured to have access to a particular amount of a given resource.

 

Limits Limits are, quite simply, a way to restrict the amount of a given resource that a VM can use. VMs already have some limits simply by how they are constructed — for example, a VM configured to have a single virtual CPU (vCPU) is limited to using only that single vCPU. The Limit feature within vSphere grants you even greater granularity over how resources are utilized. Depending on the resource to which the limit is being applied, the specific behavior of ESXi will change. I discuss this in detail later in this chapter under each resource’s specific section.

 

Shares Shares serve to establish priority. When an ESXi host comes under contention and must decide which VM gets access to which resources, shares are used to determine priority. VMs with higher shares assigned will have higher priority, and therefore greater access, to the ESXi host’s resources.

 



 

Figure 11.1 shows these three mechanisms displayed in the properties of a VM.
 


Figure 11.1 Reservations, limits, and shares offer more fine-grained control over resource allocation.
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Throughout the rest of this chapter, I discuss how one or more of these three mechanisms — reservations, limits, and shares — are applied to control or modify resource allocation across all four major resources in a vSphere environment: memory, CPU, storage, and network.
 


The Game Plan for Growth

 

One of the most challenging aspects of managing a virtual datacenter is managing growth without jeopardizing performance and without overestimating. For organizations of any size, it is critical to establish a plan for managing VM and ESXi host growth.

 

The easiest approach is to construct a resource consumption document that details the following: 
 

 
	What is the standard configuration for a new VM to be added to the inventory? Be sure to specify critical configuration points such as the size of the operating system drive, the size of any data drives, and how much RAM is allocated. By establishing standards for VMs, you can increase efficiency and ensure VMs are right-sized.
 

 
	What are the decision points for creating a VM with specifications beyond the standard configuration? A standard configuration is great, but it won’t address every single need in your organization. There are going to be exceptions, and you just need to document what drives an exception.
 

 
	How much of a server’s resources can be consumed before availability and performance levels are jeopardized? This both affects and is affected by other design points like N+1 redundancy.
 

 
	At the point where the resources for an ESXi host (or an entire cluster) are consumed, do you add a single host or multiple hosts at one time?
 

 
	What is the maximum size of a cluster for your environment? When does adding another host (or set of hosts) constitute building a new cluster? This could affect operational considerations like how many hosts get added at a time. For example, if you have to start a new cluster, then you’ll need at least two hosts, preferably three.
 



 


 




 

The first VM resource I’ll examine is memory. In many instances, memory is the first resource to come under constraints, so taking a look at memory first is warranted.
 

Working with Virtual Machine Memory
 

Let’s start with a discussion of how memory is allocated to a VM. Later in this section I’ll discuss how you as an administrator can use reservations, shares, and limits to help control or modify how VMs consume memory.
 

When you create a new VM through the vSphere Client, the wizard asks you how much memory the VM should have, as shown in Figure 11.2. The vSphere Client suggests a default value based on the selected guest OS (the selected guest OS in this case is Windows Server 2008 R2).
 


Figure 11.2 The memory configuration settings for a VM indicate the amount of RAM the VM “thinks” it has.
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The amount of memory you allocate on this screen is the amount the guest OS will see — in this example, it is 4,096 MB. This is the same as when you build a physical system and put a set of four 1,024 MB memory sticks into the system board. If you install Windows Server 2008 in this VM, Windows will report 4,096 MB of RAM installed. Ultimately, this is the amount of memory the VM “thinks” it has and the maximum amount of memory the guest OS will ever be able to access. Like a physical system with four 1,024 MB DIMMs installed, this VM will never be able to use more than 4,096 MB of RAM.
 

Let’s assume you have an ESXi host with 16 GB of physical RAM available to run VMs (in other words, the hypervisor is using some RAM and there’s 16 GB left over for the VMs). In the case of our new VM, it will comfortably run, leaving approximately 12 GB for other VMs (there is some additional overhead that I discuss later, but for now let’s assume that the 12 GB is available to other VMs).
 

What happens when you run three more VMs, each configured with 4 GB of RAM? Each of the additional VMs will request 4 GB of RAM from the ESXi host. At this point, four VMs will be accessing the physical memory, and you will have allocated all 16 GB of memory to the VMs. ESXi has now run out of a critical resource (memory).
 

What happens when you launch a fifth VM? Will it run? The short answer is yes, and some of the key technologies that enable administrators to overcommit memory — that is, to allocate more memory to VMs than is actually installed in the VMware ESXi host — are quite advanced. Because these technologies are integral to understanding how memory allocation works with VMware ESXi, let’s take a quick look at these technologies and how they work.
 

Understanding ESXi Advanced Memory Technologies
 

VMware ESXi is unique among hypervisors on the market today in that it supports a number of different technologies for advanced memory management. As a result of these advanced memory management technologies, at the time of this writing VMware ESXi is the only commercially available hypervisor on the market capable of performing memory overcommitment in a manner that is guest OS agnostic.
 


ESXi Does Not Require Guest OS Involvement

 

There are other commercially available hypervisors that offer the ability to overcommit memory, but these products support that functionality only for certain guest OSes.

 




 

VMware ESXi employs four different memory-management technologies to make sure that the physical server’s RAM is utilized as efficiently as possible: transparent page sharing, ballooning, swapping, and memory compression.
 

For anyone interested in more in-depth and detailed information on these memory-management technologies, I strongly recommend reading “Memory Resource Management in VMware ESX Server,” by Carl A. Waldspurger, available online at
 

http://www.waldspurger.org/carl/papers/esx-mem-osdi02.pdf
 

Transparent Page Sharing
 

The first memory-management technology VMware ESXi uses is transparent page sharing, in which identical memory pages are shared among VMs to reduce the total number of memory pages needed. The hypervisor computes hashes of the contents of memory pages to identify pages that contain identical memory. If a hash match is found, a full comparison of the matching memory pages is made in order to exclude a false positive. Once the pages are confirmed to be identical, the hypervisor will transparently remap the memory pages of the VMs so they are sharing the same physical memory page. This reduces overall host memory consumption. Advanced parameters are available to fine-tune the behavior of the page-sharing mechanisms.
 

Normally, ESXi works on 4 KB memory pages and will use transparent page sharing on all memory pages. However, when the hypervisor is taking advantage of hardware offloads available in the CPUs — such as Intel Extended Page Tables (EPT) Hardware Assist or AMD Rapid Virtualization Indexing (RVI) Hardware Assist — then the hypervisor uses 2 MB memory pages, also known as large pages. In these cases, ESXi will not share these large pages, but it will compute hashes for the 4 KB pages inside the large pages. In the event that the hypervisor needs to invoke swapping, the large pages will be broken into small pages, and having the hashes already computed allows the hypervisor to invoke page sharing before they are swapped out.
 

Ballooning
 

I mentioned previously that ESXi’s memory-management technologies are guest OS agnostic, meaning that the guest OS selection doesn’t matter. This is true; any supported guest OS can take advantage of all of ESXi’s memory-management functionality. However, these technologies are not necessarily guest OS independent, meaning that they operate without interaction from the guest OS. While transparent page sharing operates independently of the guest OS, ballooning does not.
 

Ballooning involves the use of a driver — referred to as the balloon driver — installed into the guest OS. This driver is part of VMware Tools and gets installed when VMware Tools are installed. Once installed into the guest OS, the balloon driver can respond to commands from the hypervisor to reclaim memory from that particular guest OS. The balloon driver does this by requesting memory from the guest OS — a process calling inflating—and then passing that memory back to the hypervisor for use by other VMs.
 

Because the guest OS can give up pages it is no longer using when the balloon driver requests memory, it’s possible for the hypervisor to reclaim memory without any performance impact on the applications running inside that guest OS. If the guest OS is already under memory pressure — meaning the amount of memory configured for that VM is insufficient for the guest OS and its applications — it’s very likely that inflating the balloon driver will invoke guest OS paging (or swapping), which will impair performance.
 


How Does the Balloon Driver Work?

 

The balloon driver is part of the VMware Tools, which I described in detail in Chapter 9. As such, it is a guest OS–specific driver, meaning that Linux VMs would have a Linux-based balloon driver, Windows VMs would have a Windows-based balloon driver, and so forth.

 

Regardless of the guest OS, the balloon driver works in the same fashion. When the ESXi host is running low on physical memory, the hypervisor will signal the balloon driver to grow. To do this, the balloon driver will request memory from the guest OS. This causes the balloon driver’s memory footprint to grow, or to inflate. The memory that is granted to the balloon driver is then passed back to the hypervisor. The hypervisor can use these memory pages to supply memory for other VMs, reducing the need to swap and minimizing the performance impact of the memory constraints. When the memory pressure on the host passes, the balloon driver will deflate, or return memory to the guest OS.

 

The key advantage that ESXi gains from using a guest-OS-specific balloon driver in this fashion is that it allows the guest OS to make the decision about which pages can be given to the balloon driver process (and thus released to the hypervisor). In some cases, the inflation of the balloon driver can release memory back to the hypervisor without any degradation of VM performance because the guest OS is able to give the balloon driver unused or idle pages.

 




 

Swapping
 

There are two forms of swapping involved when you examine how memory is managed with VMware ESXi. There is guest OS swapping, in which the guest OS inside the VM swaps pages out to its virtual disk according to its own memory-management algorithms. This is generally due to higher memory requirements than available memory. In a virtualized environment, this would translate into a VM being configured with less memory than the guest OS and its applications require, such as trying to run Windows Server 2008 R2 in only 1 GB of RAM. Guest OS swapping falls strictly under the control of the guest OS and is not controlled by the hypervisor.
 

The other type of swapping involved is hypervisor swapping. In the event that none of the previously described technologies trim guest OS memory usage enough, the ESXi host will be forced to use hypervisor swapping. Hypervisor swapping means that ESXi is going to swap memory pages out to disk in order to reclaim memory that is needed elsewhere. ESXi’s swapping takes place without any regard to whether the pages are being actively used by the guest OS. As a result, and due to the fact that disk response times are thousands of times slower than memory response times, guest OS performance is severely impacted if hypervisor swapping is invoked. It is for this reason that ESXi won’t invoke swapping unless it is absolutely necessary.
 

The key thing to remember about hypervisor swapping is that you want to avoid it if at all possible; there is a significant and noticeable impact to performance.
 

Memory Compression
 

vSphere 4.1 and later, including vSphere 5, add another memory-management technology to the mix: memory compression. When an ESXi host gets to the point that hypervisor swapping is necessary, the VMkernel will attempt to compress memory pages and keep them in RAM in a compressed memory cache. Pages that can be successfully compressed by at least 50 percent are put into the compressed memory cache instead of being written to disk and can then be recovered much more quickly if the guest OS needs that memory page. Memory compression can dramatically reduce the number of pages that must be swapped to disk and thus can dramatically improve the performance of an ESXi host that is under strong memory pressure. Compression is invoked only when the ESXi host reaches the point that swapping is needed.
 

Although these advanced memory-management technologies allow ESXi to allocate more memory to VMs than there is actual RAM in the physical server, these memory-management technologies do not help guarantee memory or prioritize access to memory. Even with these advanced memory-management technologies, at some point it becomes necessary to exercise some control over how the VMs access and use the memory allocated to them. This is where a VMware vSphere administrator can use reservations, limits, and shares — the three mechanisms I described previously — to modify or control how resources are allocated. In the next section, I’ll describe how these mechanisms are used to control memory allocation.
 

Controlling Memory Allocation
 

Like all physical resources, memory is a finite resource. The advanced memory-management technologies in ESXi help with the efficient use of this finite resource by making it go farther than it normally would go. For finer-grained control over how ESXi allocates memory, though, administrators must turn to the use of the three mechanisms I listed previously: reservations, shares, and limits. Figure 11.3 shows these three settings in the Virtual Machine Properties dialog box for a VM.
 


Figure 11.3 vSphere supports the use of reservations, shares, and limits for controlling memory allocation.
 

[image: 11.3]

 

The steps for editing a Reservation, Limit, or Shares value for either memory or CPU are the same. Storage I/O and network I/O are handled a bit differently, so I’ll discuss those in the appropriate sections later in this chapter. I cover storage I/O in the section “Controlling Storage I/O Utilization,” and I discuss network I/O in the section “Regulating Network I/O Utilization.”
 

Perform the following steps to edit a VM’s memory or CPU Reservation, Limit, or Shares:
 


1. Use the vSphere Client to connect to a vCenter Server instance or directly to an ESXi host.


2. Drill down through the inventory to find the VM to be edited.


3. Right-click the VM, and select the Edit Settings option.


4. Click the Resources tab.


5. On the Resources tab, select the CPU or Memory option from the Settings list on the left.


6. Adjust the Shares, Reservation, and Limit values as desired.




 

Now that you’ve seen how to adjust the Reservation, Limit, and Shares values, I’ll take a detailed look at the specific behaviors of how these mechanisms apply to memory usage and allocation.
 

Using Memory Reservations
 

The memory reservation is an optional setting for each VM. You can see in Figure 11.3 that the default memory reservation is 0 MB (the equivalent of no memory reservation at all). You can use the slider to adjust this value, but what exactly does this value do? What impact does adjusting the memory reservation have?
 

The memory reservation amount specified on the Resources tab of the VM settings is the amount of actual, real physical memory that the ESXi host must provide to this VM for the VM to power on. A VM with a memory reservation is guaranteed the amount of RAM configured in its Reservation setting. As I mentioned, the default is 0 MB, or no reservation. In the previous example, the VM configured with 4 GB of RAM and the default reservation of 0 MB means the ESXi host is not required to provide the VM with any physical memory. If the ESXi host is not required to provide actual RAM to the VM, then where will the VM get its memory? In the absence of a reservation, the VMkernel has the option to provide VM memory from VMkernel swap.
 

VMkernel swap is the hypervisor swapping mechanism I referred to previously when discussing the various memory-management techniques that ESXi employs. VMkernel swap is implemented as a file with a .vswp extension that is created when a VM is powered on. These per-VM swap files created by the VMkernel reside, by default, in the same datastore location as the VM’s configuration file and virtual disk files (although you do have the option of relocating the VMkernel swap). In the absence of a memory reservation — the default configuration — this file will be equal in size to the amount of RAM configured for the VM. Thus, a VM configured for 4 GB of RAM will have a VMkernel swap file that is also 4 GB in size and stored, by default, in the same location as the VM’s configuration and virtual disk files.
 

In theory, this means a VM could get its memory allocation entirely from VMkernel swap — or disk — resulting in VM performance degradation because disk access time is several orders of magnitude slower than RAM access time.
 


The Speed of RAM

 

How slow is VMkernel swap compared to RAM? If you make some basic assumptions regarding RAM access times and disk seek times, you can see that both appear fairly fast in terms of human abilities but that in relation to each other, RAM is much faster:

 

RAM access time = 10 nanoseconds (for example)

 

Disk seek time = 8 milliseconds (for example)

 

The difference between these is calculated as follows:

 

0.008 ÷ 0.00000001 = 800,000

 

RAM is accessed 800,000 times faster than disk. Or to put it another way, if RAM takes 1 second to access, then disk would take 800,000 seconds to access — or nine and a quarter days:

 

((800,000 ÷ 60 seconds) ÷ 60 minutes) ÷ 24 hours 9.259

 

As you can see, if VM performance is your goal, it is prudent to spend your money on enough RAM to support the VMs you plan to run. There are other factors, but this is a significant one. This incredible speed difference is also why adding memory compression to ESXi’s arsenal of memory-management tools can make a big difference in performance; it helps avoid having to swap pages out to disk and keep them in memory instead.

 




 

Just because a VM without a reservation could potentially get all its memory from VMkernel swap, does this mean that a VM will actually get all of its memory from swap when ESXi host RAM is available? No. ESXi attempts to provide each VM with all the memory it requests, up to the maximum amount configured for that VM. Obviously, a VM configured with only 4,096 MB of RAM cannot request more than 4,096 MB of RAM. However, when an ESXi host doesn’t have enough RAM available to satisfy the memory needs of the VMs it is hosting and when technologies such as transparent page sharing, the balloon driver, and memory compression aren’t enough, the VMkernel is forced to page some of each VM’s memory out to the individual VM’s VMkernel swap file.
 

Is there a way you can control how much of an individual VM’s memory allocation can be provided by swap and how much must be provided by real physical RAM? Yes. This is where a memory reservation comes into play. Recall that I said a memory reservation specifies the amount of real, physical RAM that the ESXi host must provide the VM. By default, a VM has a memory reservation of 0 MB, which means that ESXi is not required to provide any real, physical RAM. This means potentially all of the VM’s memory could be paged out to the VMkernel swap file if necessary.
 

Let’s look at what happens if you decide to set a memory reservation of 1,024 MB for this VM, shown in Figure 11.4. How does this change the way this VM gets memory?
 


Figure 11.4 This memory reservation guarantees 1,024 MB of RAM for the VM.
 

[image: 11.4]

 

In this example, when this VM is started, the ESXi host must provide at least 1,024 MB of real RAM to support this VM’s memory allocation. In fact, 1,024 MB of RAM is guaranteed for that VM. The host can provide the remaining 3,072 MB of RAM from either physical RAM or VMkernel swap, as shown in Figure 11.5. In this case, because some of the VM’s RAM is guaranteed to come from physical RAM, ESXi reduces the size of the VMkernel swap file by the amount of the reservation. Therefore, the VMkernel swap file is reduced in size by 1,024 MB. This behavior is consistent with what I’ve shown you so far: with a reservation of 0 MB, the VMkernel swap file is the same size as the amount of configured memory. As the reservation increases, the size of the VMkernel swap file decreases in size correspondingly.
 


Figure 11.5 The memory reservation reduces the potential need for VMkernel swap space by the size of the reservation.
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This behavior ensures that a VM has at least some high-speed memory available to it if the ESXi host is running more VMs than it has actual RAM to support, but there’s also a downside. If you assume that each of the VMs you start on this host has a 1,024 MB reservation and you have 8 GB of available RAM in the host to run VMs, then you will be able to launch only eight VMs concurrently (8 × 1,024 MB = 8,192 MB). On a more positive note, if each VM is configured with an initial RAM allocation of 4,096 MB, then you’re now running VMs that would need 32 GB of RAM on a host with only 8 GB. ESXi uses the technologies described previously — transparent page sharing, the balloon driver, memory compression, and finally VMkernel swap — to manage the fact that you, as the administrator, have allocated more RAM than is physically installed in the server.
 

There’s one other side effect from using memory reservations that you must also understand. I mentioned previously in this section that using a memory reservation guarantees physical RAM for the VM. This is true, but only as the guest OS in the VM requests memory. If you have a VM with a 1,024 MB reservation configured, then the ESXi host will allocate RAM to the VM on an as-needed basis, and the first 1,024 MB of RAM allocated to that VM is part of the reservation. RAM is allocated on demand; the presence of a reservation doesn’t change that behavior. Once allocated, though, because this RAM is part of the memory reservation, it’s locked to this VM — it won’t be reclaimed via the balloon driver, and it won’t be swapped out to disk or compressed. In a way, that’s good; it underscores the fact that this memory is guaranteed to this VM. In a way, it’s also bad, though, because the reserved memory, once allocated to a VM, can’t be reclaimed for use by other VMs or for use by the hypervisor itself.
 


Reserved Memory and Transparent Page Sharing

 

While reserved memory won’t be reclaimed by the hypervisor for use by other purposes — it is, after all, guaranteed for that VM — reserved memory can be shared via transparent page sharing. Transparent page sharing does not affect the availability of reserved memory because the page is still accessible to the VM.

 




 

Like all the mechanisms I describe in this chapter, this means that you’ll want to use memory reservations carefully and with a full understanding of the impact on the ESXi host’s behavior and operation.
 


Use Memory Overcommitment Wisely

 

Although you can overcommit memory with VMware ESXi, be careful doing so. You must carefully weigh the performance considerations. Although VMware ESXi has advanced memory-management technologies such as transparent page sharing and idle page reclamation that help conserve memory, any workload that actually needs its memory might take a performance hit if that memory isn’t available. In my experience, many workloads running in Windows-based VMs utilize only a portion of their configured memory.

 

In these sorts of environments, it’s generally safe to overcommit memory by as much as 50 percent of the physical RAM installed in the server without seeing noticeable performance degradation. This means a server with 32 GB of RAM could potentially host VMs configured to use 48 GB of RAM. Larger overcommitment ratios are certainly very possible, and I’ve seen larger ratios in certain environments. However, the key to wisely using memory overcommitment to maximize the value of your vSphere deployment is knowing the needs of the VMs and how they consume resources.

 




 

Using Memory Limits
 

If you refer back to Figure 11.3, you will also see a setting for a memory limit. By default, all new VMs are created without a limit, which means that the initial RAM you assigned to it during creation is its effective limit. So, what exactly is the purpose of the Limit setting? It sets the actual limit on how much physical RAM may be utilized by that VM.
 

To see this behavior in action, let’s now change the limit on this VM from the default setting of Unlimited to 2,048 MB.
 

So, what is the effective result of this configuration? Here’s how it breaks down:
 

 

 
	The VM is configured with 4,096 MB of RAM, so the guest OS running inside that VM believes that it has 4,096 MB of RAM available to use.
 

 
	The VM has a reservation of 1,024 MB of RAM, which means that the ESXi host must allocate 1,024 MB of physical RAM to the VM. This RAM is guaranteed to this VM.
 


 


Reserved Memory Is Not Shared

 

Remember that reserved memory — the memory specified by the Reservation setting — is not shared once it has been allocated to the VM. Once the hypervisor has, in fact, allocated RAM that is part of the reservation, the hypervisor will not reclaim that memory.

 




 

 

 
	Assuming the ESXi host has enough physical RAM installed and available, the hypervisor will allocate memory to the VM as needed up to 2,048 MB (the limit). Upon reaching 2,048 MB, the balloon driver kicks in to prevent the guest OS from using any more memory. When the guest OS’s memory demands drop below 2,048 MB, the balloon driver deflates and returns memory to the guest. The effective result of this behavior is that the memory the guest OS uses remains below 2,048 MB (the limit).
 

 
	The 1,024 MB “gap” between the reservation and the limit could be supplied by either physical RAM or VMkernel swap space. ESXi will allocate physical RAM if it is available.
 


 

The key problem with the use of memory limits is that they are enforced without any guest OS awareness. If you have a VM configured for 4 GB of RAM, the guest OS inside that VM is going to think it has 4 GB of RAM with which to work, and it will behave accordingly. If you then place a 2 GB limit on that VM, the VMkernel will enforce that the VM only use 2 GB of RAM. Fine — but it will do so without the knowledge or cooperation of the guest OS inside that VM. The guest OS will continue to behave as if it has 4 GB of RAM, completely unaware of the limit that has been placed on it by the hypervisor. If the working set size of the guest OS and the applications running in it exceeds the memory limit, setting a memory limit will have a significant impact on the performance of the VM because the result is that the guest OS will constantly be forced to swap pages to disk (guest OS swapping, not hypervisor swapping).
 

In general, then, you should consider memory limits a temporary stop-gap measure when you need to reduce physical memory usage on an ESXi host and a negative impact to performance is acceptable. You wouldn’t, generally speaking, want to overprovision a VM with RAM and constrain memory usage with a limit on a long-term basis. In that scenario, the VM will typically perform very poorly and would actually perform better with less RAM configured and no limit.
 


Why Use Memory Limits?

 

You might be asking yourself, “Why should I even use limits? Why not just set the configured limit to whatever I want the VM to use?” That’s a good question! Keeping in mind that memory limits are enforced by the VMkernel without any awareness by the guest OS of the configured limit, memory limits can, in many cases, negatively impact the performance of the VM.

 

However, there are times when you might need to use memory limits as a temporary measure to reduce physical memory usage in your hosts. Perhaps you need to perform maintenance on an ESXi host that is part of a cluster. You plan to use vMotion to migrate VMs to other hosts during the maintenance window, and you want to temporarily push down memory usage on less-important VMs so that you don’t overcommit memory too heavily and negatively impact lots of VMs. Limits would help in this situation.

 

Knowing that memory limits can have negative impacts on performance, be sure to use them only when that negative performance impact is understood and acceptable.

 




 

Working together, an initial allocation of memory, a memory reservation, and a memory limit can be powerful tools in efficiently managing the memory available on an ESXi host. But there is still one more tool to examine, and that’s memory shares.
 

Using Memory Shares
 

In Figure 11.3, there is a third setting called Shares that I have not yet discussed. The two mechanisms that I described to you already, memory reservations and memory limits, help provide finer-grained controls over how ESXi should or should not allocate memory to a VM. These mechanisms are always in effect; that is, a Limit setting is enforced even if the ESXi host has plenty of physical RAM available for the VM to use.
 

Memory shares are very different. The share system in VMware is a proportional share system that provides administrators with a means of assigning resource priority to VMs, but shares are only used when the ESXi host is experiencing physical RAM contention. In other words, the VMs on an ESXi host are requesting more memory than the host is able to provide. If an ESXi host has plenty of memory available, shares will not play a role. However, when memory is scarce and ESXi has to make a decision about which VM should be given access to memory, shares are a way of establishing a priority setting for a VM requesting memory that is greater than the VM’s reservation but less than its limit. (Recall that memory under the reservation is guaranteed to the VM, and memory over the limit would not be allocated. Shares, therefore, affect only the allocation of memory between the reservation and the limit.) In other words, if two VMs want more memory than their reservation limit and the ESXi host can’t satisfy both of them using RAM, then you can set share values on each VM so that one gets higher-priority access to the RAM in the ESXi host than the other.
 

Some would say that you should just increase the reservation for that VM. Although that might be a valid technique, it might limit the total number of VMs that a host can run, as indicated previously in this chapter. Increasing the configured amount of RAM also requires a reboot of the VM to become effective (unless you are running a guest OS that supports hot-add of memory and that feature has been enabled for the VM, as described in Chapter 9), but shares can be dynamically adjusted while the VM remains powered on.
 

One key part I must repeat is that shares come into play only when the ESXi host cannot satisfy the requests for memory. If the ESXi host has enough free memory to satisfy the requests from the VMs for memory, then it doesn’t need to prioritize those requests. It has enough to go around. It’s only when the ESXi host doesn’t have enough to go around that decisions have to be made on how that resource should be allocated.
 

For the sake of this discussion, let’s assume you have two VMs (VM1 and VM2) each with a 1,024 MB reservation and a configured maximum of 4,096 MB, and both are running on an ESXi host with less than 2 GB of RAM available to the VMs. If the two VMs in question have an equal number of shares (let’s assume it’s 1,000 each; I’ll show you actual values shortly), then as each VM requests memory above its reservation value, each VM will receive an equal quantity of RAM from the ESXi host. Furthermore, because the host cannot supply all of the RAM to both VMs, each VM will swap equally to disk (VMkernel swap file). This is assuming, of course, that ESXi cannot reclaim memory from other running VMs using the balloon driver or other memory-management technologies described previously. If you change VM1’s Shares setting to 2,000, then VM1 now has twice the shares VM2 has assigned to it. This also means that when VM1 and VM2 are requesting the RAM above their respective Reservation values, VM1 gets two RAM pages for every one RAM page that VM2 gets. If VM1 has more shares, VM1 has a higher-priority access to available memory in the host. Because VM1 has 2,000 out of 3,000 shares allocated, it will get 67 percent; VM2 has 1,000 out of 3,000 shares allocated and therefore gets only 33 percent. This creates the two-to-one behavior I described previously. Each VM is allocated RAM pages based on the proportion of the total number of shares allocated across all VMs. Figure 11.6 illustrates this behavior.
 


Figure 11.6 Shares establish relative priority based on the number of shares assigned out of the total shares allocated.
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Even if you don’t specifically assign shares to a VM, VMware vSphere automatically assigns shares to a VM when it is created. You can see the default shares value back in Figure 11.3; it is equal to 10 times the configured memory value. The VM shown in Figure 11.3 had 4,096 MB of RAM configured; therefore, its default memory shares value was 40960. This default allocation ensures that each VM is granted priority to memory on a measure that is directly proportional to the amount of memory configured for that VM.
 

It gets more difficult to predict the actual memory utilization and the amount of access each VM gets as more VMs run on the same ESXi host. Later in this chapter in the section titled “Using Resource Pools,” I’ll discuss more sophisticated methods of assigning memory limits, reservations, and shares to a group of VMs using resource pools.
 

I’ve talked about how VMware ESXi uses some advanced memory management technologies, but there is another aspect of virtualization that you must also consider: overhead. In the next section, I’ll provide some information on the memory overhead figures when using ESXi.
 

Examining Memory Overhead
 

As they say, nothing in this world is free, and in the case of memory on an ESXi host, there is a cost. That cost is memory overhead. There are several basic processes on an ESXi host that will consume host memory. The VMkernel itself, various daemons (services) running on the ESXi host, and each VM that is running will cause the VMkernel to allocate some memory to host the VM above the initial amount that you assign to it. The amount of RAM allocated to host each VM depends on the configuration of each VM, as shown in Table 11.1. The values have been rounded to the nearest whole number.
 

Table 11.1 Virtual machine memory overhead
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As you go about planning the allocation of memory to your VMs, be sure to keep these memory overhead figures in mind. You will want to include these overhead values in your calculations of how memory will be assigned and used, especially if you plan on using VMs with large amounts of memory and a large number of virtual CPUs. As you can see in Table 11.1, the memory overhead in those situations is fairly substantial.
 

Summarizing How Reservations, Limits, and Shares Work with Memory
 

Because the specific behavior of reservations, shares, and limits is slightly different for each resource, here’s a quick review of their behavior when used for controlling memory allocation:
 

 

 
	Reservations guarantee memory for a particular VM. Memory isn’t allocated until requested by the VM, but the host must have enough free memory to satisfy the entire reservation before the VM can be powered on. Therefore — and this makes sense if you think about it — you cannot reserve more memory than the host physically has installed. Once allocated to a VM, reserved memory is not shared, swapped, or reclaimed by the ESXi host. It is locked to that VM.
 

 
	Limits enforce an upper ceiling on the usage of memory. Limits are enforced using the balloon driver (if VMware Tools are installed) and — depending on the VM’s working set size — could have a dramatic negative impact on performance. As the VM approaches the limit (a limit of which the guest OS is not aware), the balloon driver will inflate to keep VM memory usage under the limit. This will cause the guest OS to swap out to disk, which will typically degrade performance noticeably.
 

 
	Shares apply only during periods of host RAM contention and serve to establish prioritized access to host RAM. VMs are granted priority based on percentage of shares allocated versus total shares granted. During periods when the host is not experiencing memory contention, shares do not apply and will not affect memory allocation or usage.
 


 

I’ll provide a similar summary of the behavior of reservations, limits, and shares when used to control CPU usage, which is the topic of the next section.
 

Managing Virtual Machine CPU Utilization
 

When you create a new VM using the vSphere Client, the only two questions you are asked related to the CPU are “Number of virtual processors?” and “Number of cores per virtual CPU?” This CPU setting effectively lets the guest OS in the VM utilize between 1 and 32 virtual CPUs on the host system, depending upon the guest OS and the vSphere license.
 

When the VMware engineers designed the virtualization platform, they started with a real system board and modeled the VM after it — in this case it was based on the Intel 440BX chipset. The PCI bus was something the VM could emulate and could be mapped to input/output devices through a standard interface, but how could a VM emulate a CPU? The answer was “no emulation.” Think about a virtual system board that has a “hole” where the CPU socket goes — and the guest OS simply looks through the hole and sees one of the cores in the host server. This allowed the VMware engineers to avoid writing CPU emulation software that would need to change each time the CPU vendors introduced new instruction sets. If there was an emulation layer, it would also add a significant quantity of overhead, which would limit the performance of the virtualization platform by adding more computational overhead.
 

So, how many CPUs should a VM have? Creating a VM to replace a physical DHCP server that runs at less than 10 percent CPU utilization at its busiest point in the day surely does not need more than one virtual CPU. As a matter of fact, if you give this VM two virtual CPUs (vCPUs), then you might limit the scalability of the entire host. Here’s why.
 

The VMkernel simultaneously schedules CPU cycles for multi-vCPU VMs. This means that when a dual-vCPU VM places a request for CPU cycles, the request goes into a queue for the host to process, and the host has to wait until there are at least two cores or hyperthreads (if hyperthreading is enabled) with concurrent idle cycles to schedule that VM. A relaxed co-scheduling algorithm provides a bit of flexibility in allowing the cores to be scheduled on a slightly skewed basis, but even so, it can be more difficult for the hypervisor to find open time slots on at least two cores. This occurs even if the VM needs only a few clock cycles to do some menial task that could be done with a single processor. Here’s an example: have you ever been stuck behind a truck with a wide load that takes up more than one lane? This one vehicle is occupying two different lanes at the same time. Normally traffic would be able to flow around this slow-moving vehicle, but now traffic is held up because both lanes are occupied.
 

On the other hand, if a VM needs two vCPUs because of the load it will be processing on a constant basis, then it makes sense to assign two vCPUs to that VM — but only if the host has four or more CPU cores total. If your ESX host is an older-generation dual-processor single-core system, then assigning a VM two vCPUs will mean that the VM owns all of the CPU processing power on that host every time it gets CPU cycles. You will find that the overall performance of the host and any other VMs will be less than stellar. Of course, in today’s market of multicore CPUs, this particular consideration is less significant than it was in previous hardware generations, but it is something to keep in mind.
 


One (CPU) for All — at Least to Begin With

 

Every VM should be created with only a single virtual CPU so as not to create unnecessary contention for physical processor time. Only when a VM’s performance level dictates the need for an additional CPU should one be allocated. Remember that multi-CPU VMs should be created only on ESXi hosts that have more cores than the number of virtual CPUs being assigned to the VM. A dual-vCPU VM should be created only on a host with two or more cores, a quad-vCPU VM should be created only on a host with four or more cores, and an eight-vCPU VM should be created only on a host with eight or more cores.

 




 

Default CPU Allocation
 

Like the memory settings I discussed previously, the Shares, Reservation, and Limit settings can be configured for CPU capacity as well.
 

When a new VM is created with a single vCPU, the total maximum CPU cycles for that VM equals the clock speed of the host system’s core. In other words, if you create a new VM, it can see through the “hole in the system board,” and it sees whatever the core is in terms of clock cycles per second — an ESXi host with 3 GHz CPUs in it will allow the VM to see one 3 GHz core.
 

Figure 11.7 shows the default settings for CPU Reservation, Limits, and Shares.
 


Figure 11.7 By default, vSphere provides no CPU reservation, no CPU limit, and 1000 CPU shares.
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Setting CPU Affinity
 

In addition to shares, reservations, and limits, vSphere offers a fourth option for managing CPU usage: CPU affinity. CPU affinity allows an administrator to statically associate a VM to a specific physical CPU core. CPU affinity is generally not recommended; it has a list of rather significant drawbacks:
 

 

 
	CPU affinity breaks vMotion.
 

 
	The hypervisor is unable to load-balance the VM across all the processing cores in the server. This prevents the hypervisor’s scheduling engine from making the most efficient use of the host’s resources.
 

 
	Because vMotion is broken, you cannot use CPU affinities in a cluster where vSphere DRS isn’t set to Manual operation.
 


 

Because of these limitations, most organizations don’t use CPU affinity. However, if you find that you need to use CPU affinity in spite of these limitations, you can configure your VM to use CPU affinity.
 

Perform these steps to configure CPU affinity:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance or a stand-alone ESXi host.


2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view.


3. Right-click the VM for which you’d like to configure CPU affinity and select Edit Settings.


4. Click the Resources tab.


5. Select Advanced CPU.


6. In the Scheduling Affinity section, supply a list of the CPU cores this VM is allowed to access.


For example, if you wanted the VM to run on cores 1 through 4, you could type 1–4.

 

7. Click OK to save the changes.




 

Rather than trying to use CPU affinity to guarantee CPU resources, you’re far better off using reservations.
 

Using CPU Reservations
 

As you saw in Figure 11.7, the default CPU reservation for a new VM is 0 MHz (no reservation). Recall that a reservation is a resource guarantee. Therefore, by default, a VM is not guaranteed any CPU activity by the VMkernel. This means that when the VM has work to be done, it places its CPU request into the CPU queue so that the VMkernel can handle the request in sequence along with all of the other VMs’ requests. On a lightly loaded ESXi host, it’s unlikely the VM will wait long for CPU time; however, on a heavily loaded host, the time this VM might have to wait could be significant.
 

If you were to set a 1,024 MHz reservation, as shown in Figure 11.8, this would effectively make that amount of CPU available instantly to this VM if there is a need for CPU cycles.
 


Figure 11.8 A VM configured with a 1,024 MHz reservation for CPU activity is guaranteed that amount of CPU capacity.
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Using a CPU reservation has one notable impact on the behavior of the ESXi host, and in this regard CPU reservations and memory reservations behave identically. The ESXi must be able to satisfy the reservation by providing enough resources to meet the reservations. If each VM you create has a 1,024 MHz reservation and your host has 12000 MHz of CPU capacity, you can power on no more than 11 VMs (1,024 MHz × 11 = 11264 MHz), even if all of them are idle. Note that I said “power on” and not “create” — resources are allocated only when a VM is powered on, not created.
 

While a CPU reservation behaves like a memory reservation in this regard, a CPU reservation is very different than a memory reservation when it comes to “sharing” reserved CPU cycles. Recall from the previous section that reserved memory, once allocated to the VM, is never reclaimed, paged out to disk, or shared in any way. The same is not true of CPU reservations. Suppose you have a VM, creatively named VM1, that has a CPU reservation of 1,024 MHz. If VM1 is idle and not using its reserved CPU cycles, those cycles can be given to VM2. If VM1 suddenly needs cycles, VM2 doesn’t get them anymore, and they are assigned to VM1.
 

So using a Reservation setting on CPU shares some similarity to using a Reservation setting with memory, but it is also very different. You saw previously that using a Limit setting with memory had some significant drawbacks; what about CPU limits?
 

Using CPU Limits
 

In addition to a CPU reservation, every VM also has an option that you can set to place a limit on the amount of CPU allocated. This effectively limits the VM’s ability to see a maximum number of clock cycles per second, regardless of what the host has available. Keep in mind that VM with one single-core virtual CPU hosted on a 3 GHz, quad-processor ESXi host will see only a single 3 GHz core as its maximum, but as administrator you could alter the limit to hide the actual maximum core speed from the VM. For instance, you could set a 500 MHz limit on that DHCP server so that when it re-indexes the DHCP database, it won’t try to take all of the 3 GHz on the processor that it can see. The CPU limit provides you with the ability to throttle the VM with less processing power than is available on a core on the physical host. Not every VM needs to have access to the entire processing capability of the physical processor core.
 

The key drawback to using a CPU Limit setting is the performance impact it will have on the guest OS and the applications running in that VM. The Limit setting is a true limit; the VM won’t be scheduled to run on a physical CPU core more than the limit specifies, even if there are plenty of CPU cycles available. It’s important, therefore, to understand the CPU processing needs of your VMs before arbitrarily setting CPU limits, or you could find yourself significantly impacting performance.
 


Increasing Contention in the Face of Growth

 

One of the most common problems administrators can encounter occurs when several VMs without limits are deployed on a new virtualized environment. The users get accustomed to stellar performance levels early in the environment life cycle, but as more VMs are deployed and start to compete for CPU cycles, the relative performance of the first VMs deployed will degrade.

 

One approach to this issue is to set a reservation of approximately 10 to 20 percent of a single core’s clock rate and add approximately 20 percent to that value for a limit on the VM. For example, with 3 GHz CPUs in the host, each VM would start with a 300 MHz reservation and a 350 MHz limit. This would ensure that the VM performs similarly on both a lightly loaded ESXi host and on a more heavily loaded ESXi host. Consider setting these values on the VM that you use to create a template because these values will pass to any new VMs that were deployed from that template. Note that this is only a starting point. It is possible to limit a VM that really does need more CPU capabilities, and you should always actively monitor the VMs to determine whether they are using all of the CPU you are providing them.

 

If the numbers seem low, feel free to increase them as needed. The important concept is setting appropriate expectations for VM performance based on your knowledge of the workloads running in those VMs and the anticipated levels of performance.

 




 

Using CPU Shares
 

VMware vSphere’s shares model, which provides a way to prioritize access to resources when resource content occurs, behaves similarly for both memory and CPU. The shares for CPU will determine how much CPU is provided to a VM in the face of contention with other VMs needing CPU activity. All VMs, by default, start with an equal number of shares, which means that if there is competition for CPU cycles on an ESXi host, each VM gets serviced with equal priority. Keep in mind that this share value affects only those CPU cycles that are greater than the reservation set for the VM, and the share value applies only when the ESXi host has more requests for CPU cycles than it has CPU cycles to allocate. In other words, the VM is granted access to its reservation cycles regardless of what else is happening on the host, but if the VM needs more — and there’s competition — then the share values come into play. If there is no CPU contention on the host and it has enough CPU cycles to go around, the CPU shares value won’t affect CPU allocation.
 

Several conditions have to be met for shares to even be considered for allocating CPU cycles. The best way to determine this is to consider several scenarios. For the scenarios I’ll cover, assume the following details about the environment:
 

 

 
	The ESXi host includes dual, single-core, 3 GHz CPUs.
 

 
	The ESXi host has one or more VMs.
 


 

Scenario 1 The ESX host has a single VM running. The shares are set at the defaults for the running VMs. Will the Shares value have any effect in this scenario? No. There’s no competition between VMs for CPU time.

 

Scenario 2 The ESX host has two idle VMs running. The shares are set at the defaults for the running VMs. Will the Shares values have any effect in this scenario? No. There’s no competition between VMs for CPU time because both are idle.

 

Scenario 3 The ESX host has two equally busy VMs running (both requesting maximum CPU capacity). The shares are set at the defaults for the running VMs. Will the Shares values have any effect in this scenario? No. Again, there’s no competition between VMs for CPU time, this time because each VM is serviced by a different core in the host.

 


CPU Affinity Not Available with Clusters

 

If you are using a VSphere Distributed Resource Scheduler–enabled cluster configured in fully automated mode, CPU affinity cannot be set for VMs in that cluster. You must configure the cluster for manual or partially automated mode in order to use CPU affinity.

 




 


Scenario 4 To force contention, both VMs are configured to use the same CPU by setting the CPU affinity. The ESXi host has two equally busy VMs running (both requesting maximum CPU capacity). This ensures contention between the VMs. The shares are set at the defaults for the running VMs. Will the Shares values have any effect in this scenario? Yes! But in this case, because all VMs have equal Shares values, each VM has equal access to the host’s CPU queue, so you don’t see any effects from the Shares values.

 

Scenario 5 The ESXi host has two equally busy VMs running (both requesting maximum CPU capacity with CPU affinity set to the same core). The shares are set as follows: VM1 is set to 2,000 CPU shares, and VM2 is set to the default 1,000 CPU shares. Will the Shares values have any effect in this scenario? Yes. In this case, VM1 has double the number of shares that VM2 has. This means that for every clock cycle that VM2 is assigned by the host, VM1 is assigned two clock cycles. Stated another way, out of every three clock cycles assigned to VMs by the ESXi host, two are assigned to VM1, and one is assigned to VM2. The diagram in Figure 11.6 helps graphically reinforce how shares are allocated based on percentage of the total number of shares assigned to all VMs.

 

Scenario 6 The ESXi host has three equally busy VMs running (each requesting maximum CPU capabilities with CPU affinity set to the same core). The shares are set as follows: VM1 is set to 2,000 CPU shares, and VM2 and VM3 are set to the default 1,000 CPU shares. Will the Shares values have any effect in this scenario? Yes. In this case, VM1 has double the number of shares that VM2 and VM3 have assigned. This means that for every two clock cycles that VM1 is assigned by the host, VM2 and VM3 are each assigned a single clock cycle. Stated another way, out of every four clock cycles assigned to VMs by the ESXi host, two cycles are assigned to VM1, one is assigned to VM2, and one is assigned to VM3. You can see that this has effectively watered down VM1’s CPU capabilities.

 

Scenario 7 The ESXi host has three VMs running. VM1 is idle while VM2 and VM3 are equally busy (each requesting maximum CPU capabilities, and all three VMs are set with the same CPU affinity). The shares are set as follows: VM1 is set to 2,000 CPU shares, and VM2 and VM3 are set to the default 1,000 CPU shares. Will the Shares values have any effect in this scenario? Yes. But in this case VM1 is idle, which means it isn’t requesting any CPU cycles. This means that VM1’s Shares value is not considered when apportioning the host CPU to the active VMs. In this case, VM2 and VM3 would equally share the host CPU cycles because their shares are set to an equal value.

 



 


Avoid CPU Affinity Settings

 

You should avoid the CPU affinity setting at all costs. Even if a VM is configured to use a single CPU (for example, CPU1), it does not guarantee that it will be the only VM accessing that CPU, unless every other VM is configured not to use that CPU. At this point, vMotion capability will be unavailable for every VM. In short, don’t do it. It’s not worth losing vMotion. Use shares, limits, and reservations as an alternative.

 




 

Given these scenarios, if you were to extrapolate to an eight-core host with 30 or so VMs, it would be difficult to set Shares values on a VM-by-VM basis and to predict how the system will respond. The question then becomes, “Are shares a useful tool?” The answer is yes, but in large enterprise environments, you need to examine resource pools and the ability to set share parameters along with reservations and limits on collections of VMs. I’ll introduce resource pools in the section “Using Resource Pools.” First, though, I’ll summarize the behavior of reservations, limits, and shares when used to control CPU allocation and usage.
 

Summarizing How Reservations, Limits, and Shares Work with CPUs
 

Some key behaviors and facts around the use of reservations, limits, and shares, when applied to controlling or modifying CPU usage, are as follows:
 

 

 
	Reservations set on CPU cycles provide guaranteed processing power for VMs. Unlike memory, reserved CPU cycles can and will be used by ESXi to service other requests when needed. As with memory, the ESXi host must have enough real, physical CPU capacity to satisfy a reservation in order to power on a VM. Therefore, you cannot reserve more CPU cycles than the host is actually capable of delivering.
 

 
	Limits on CPU usage simply prevent a VM from gaining access to additional CPU cycles even if CPU cycles are available to use. Even if the host has plenty of CPU processing power available to use, a VM with a CPU limit will not be permitted to use more CPU cycles than specified in the limit. Depending on the guest OS and the applications, this might or might not have an adverse effect on performance.
 

 
	Shares are used to determine CPU allocation when the ESXi host is experiencing CPU contention. Like memory, shares grant CPU access on a percentage basis calculated on the number of shares granted out of the total number of shares assigned. This means that the percentage of CPU cycles granted to a VM based on its Shares value is always relative to the number of other VMs and the total number of shares granted, and it is not an absolute value.
 


 

As you can see, there are some key differences as well as a number of similarities between how these mechanisms work for memory when compared to how they work for CPU.
 

So far I’ve discussed two of the four major resource types (memory and CPU). Before I can move on to the third resource type — networking — I need to discuss the concept of resource pools.
 

Using Resource Pools
 

The previously discussed settings for VM resource allocation (memory and CPU reservations, limits, and shares) are methods used to modify or control the allocation of resources to individual VMs or to modify the priority of a VM compared to other individual VMs also seeking access to resources. In much the same way as you assign users to groups and then assign permissions to the groups, you can leverage resource pools to make the allocation of resources to collections of VMs a less tedious and more effective process. In other words, instead of configuring reservations, limits, or shares on a per-VM basis, you can use a resource pool to set those values on a group of VMs all at once.
 

A resource pool is a special type of container object, much like a folder, in the Hosts And Clusters inventory view. You can create a resource pool on a stand-alone host or as a management object in a DRS-enabled cluster. Figure 11.9 shows the creation of a resource pool.
 


Figure 11.9 You can create resource pools on individual hosts and within clusters. A resource pool provides a management and performance configuration layer in the vCenter Server inventory.
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If you examine the properties of the resource pool, you’ll see two sections: one for CPU settings (Reservation, Limit, and Shares) and another section with similar settings for memory. When you apply resource settings to a resource pool, those settings affect all the VMs found within that resource pool. This provides a scalable way to adjust the resource settings for groups of VMs. Setting CPU and memory shares, reservations, and limits on a resource pool is very much like setting these values on individual VMs. The behavior of these values, however, can be quite different on a resource pool than on an individual VM.
 

To illustrate how to set shares, reservations, and limits on a resource pool, as well as to explain how these values work when applied to a resource pool, I’ll use an example of an ESXi host with two resource pools. The resource pools are named ProductionVMs and DevelopmentVMs. Figure 11.10 and Figure 11.11 show the values that have been configured for the ProductionVMs and DevelopmentVMs resource pools, respectively.
 


Figure 11.10 The ProductionVMs resource pool is guaranteed CPU and memory resources and higher-priority access to resources in the face of contention.
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Figure 11.11 The Development VMs resource pool is configured for lower-priority access to CPU and memory in the event of resource contention.
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In the next two sections, refer to Figure 11.10 and Figure 11.11 as I explain how to configure resource pools and how resource pools handle resource allocation.
 

Configuring Resource Pools
 

Before I can show you how resource pools behave with regard to resource allocation, you must first create and configure the resource pools. Use the resource pools shown in Figure 11.10 and Figure 11.11 as examples for creating and configuring resource pools.
 

To create a resource pool, simply right-click either an individual ESXi host or a cluster of ESXi hosts, and select New Resource Pool. In the Create Resource Pool dialog box, you’ll need to supply a name for the new resource pool and set the CPU Resources and Memory Resources values as desired.
 

After you create the resource pool, you must move the VMs into the appropriate resource pool by clicking the VM in the inventory panel and dragging it onto the appropriate resource pool. The result is a hierarchy similar to that shown in Figure 11.12.
 


Figure 11.12 VMs assigned to a resource pool consume resources allocated to the resource pool.
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In this particular example, you have two classifications of servers: production and development. You’ve created a resource pool for each classification: ProductionVMs for the virtual servers classified as production and DevelopmentVMs for those virtual servers classified as development. The goal in this example is to ensure that if there’s competition for a particular resource, the VMs in production should be assigned higher-priority access to that resource. In addition to that goal, you need to ensure that the VMs in development cannot consume more than 24 GB of physical memory with their running VMs. You don’t care how many VMs run concurrently as part of the development group as long as they don’t collectively consume more than 24 GB of RAM. Finally, you need to ensure that a minimum amount of resources are guaranteed for both groups of VMs.
 

To achieve your goal of guaranteeing resources for the production VMs, you will set the ProductionVMs resource pool to use the following settings (refer to Figure 11.10):
 

 

 
	CPU Resources area: Shares value of High.
 

 
	CPU Resources area: Reservation value of 11700 MHz.
 

 
	CPU Resources area: Expandable Reservation check box for CPU Reservation is deselected.
 

 
	CPU Resources area: no CPU limit (Unlimited check box is selected).
 

 
	Memory Resources area: Reservation of 16384 MB.
 

 
	Memory Resources area: Expandable Reservation check box under Reservation is deselected.
 

 
	Memory Resources area: No memory limit (Unlimited check box is selected).
 


 

Similarly, you will apply the following settings to the DevelopmentVMs resource pool (see Figure 11.11):
 

 

 
	CPU Resources area: Reservation value of 2,925 MHz.
 

 
	CPU Resources area: Expandable Reservation check box for Reservation is deselected.
 

 
	CPU Resources area: Limit value of 11700 MHz.
 

 
	Memory Resources area: Reservation value of 4,096 MB.
 

 
	Memory Resources area: Expandable Reservation check box under Reservation is deselected.
 

 
	Memory Resources area: Limit value of 24576 MB.
 


 

Again, setting the values on the DevelopmentVMs resource pool involves right-clicking the resource pool, selecting Edit Settings, and then setting the values you need.
 

Now that you have an example to work with, I’ll explain what these settings will do to the VMs contained in each of the resource pools.
 

Understanding Resource Allocation with Resource Pools
 

In the previous section I walked you through creating a couple of resource pools called ProductionVMs and DevelopmentVMs. The values for these resource pools are illustrated in Figure 11.10 and Figure 11.11. The goal behind creating these resource pools and setting the values on them was to ensure that a certain level of resources would always be available to production VMs (those found in the ProductionVMs resource pool) and to limit the resources used by the development VMs (VMs found in the DevelopmentVMs resource pool). In this example, you used all three values — Shares, Reservation, and Limit — in an effort to accomplish your goal. Let’s look at the behavior of each of these values when used on a resource pool.
 

Managing CPU Usage with Resource Pools
 

First I’ll examine the Shares value assigned to the resource pools for CPU usage. As you can see in Figure 11.10, the ProductionVMs resource pool’s CPU shares are set to High (8,000). Figure 11.11 shows the DevelopmentVMs CPU shares set to Low (2,000). The effect of these two settings is similar to that of comparing two VMs’ Shares values for CPU — except in this case, if there is any competition for CPU resources between VMs in the ProductionVMs and DevelopmentVMs resource pools, the entire ProductionVMs resource pool and all the VMs in it would have higher priority. Figure 11.13 shows how this would break down with two VMs in each resource pool.
 


Figure 11.13 Two resource pools with different Shares values will be allocated resources proportional to their percentage of share ownership.
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As you consider the information presented in Figure 11.13, keep in mind that the resource allocation occurs at each level. There are only two resource pools under the given ESXi host, so the CPU is allocated 80/20 according to its Shares value. This means that the ProductionVMs resource pool gets 80 percent of the CPU time while the DevelopmentVMs resource pool gets only 20 percent of the CPU time.
 

Now let’s expand on Figure 11.13 and add the two VMs in each resource pool to get a more complete view of how Shares values would work with a resource pool. Within the resource pool the CPU Shares values assigned to the VMs, if any at all, come into play. Figure 11.14 shows how this works.
 


Figure 11.14 The percentage of resources assigned to a resource pool via its Shares values is further subdivided according to the Shares values of the VMs within the pool.
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In Figure 11.14, there are no custom CPU shares assigned to the VMs, so they all use the default value of 1,000 CPU shares. With two VMs in the resource pool, this means each VM gets 50 percent of the resource available to the resource pool in which it is located (because each VM has 50 percent of the total number of shares assigned within the pool). In this example, this means 40 percent of the host CPU capacity will go to each of the two VMs in the ProductionVMs resource pool. If there were three VMs in each resource pool, then the CPU allocated to the parent resource pool would be split three ways. Similarly, if there were four VMs, then the CPU allocated to the parent resource pool would be split four ways. You can verify this breakdown of resource allocation using the Resource Allocation tab on the selected cluster, ESXi host, or resource pool. Figure 11.15 shows the Resource Allocation tab for a cluster with the ProductionVMs and DevelopmentVMs resource pools. The CPU button is selected, meaning that the vSphere Client is showing you the breakdown of CPU allocation for the selected cluster.
 


Figure 11.15 The Resource Allocation tab can verify the allocation of resources to objects within the vCenter Server hierarchy.
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Note that in the screenshot in Figure 11.15, there are both resource pools and VMs directly in the root of the cluster (which, for all intents and purposes, is a resource pool itself). In this case, the sum of all the Shares values — for both resource pools as well as VMs — is used to calculate the percentage of CPU allocated.
 


Shares Apply Only During Actual Resource Contention

 

Remember that share allocations come into play only when VMs are fighting one another for a resource — in other words, when an ESXi host is actually unable to satisfy all the requests for a particular resource. If an ESXi host is running only eight VMs on top of two quad-core processors, there won’t be contention to manage (assuming these VMs have only a single vCPU) and Shares values won’t apply. Be sure to keep this in mind when reviewing the results of Shares allocations like those displayed in Figure 11.14.

 




 

Now that I’ve introduced you to the Resource Allocation tab, I need to discuss an important consideration about the use of resource pools. It’s possible to use resource pools as a form of organization, like a folder. Some organizations and administrators have taken to using resource pools in this way to help keep VMs organized in a specific fashion. While this is possible, it’s not recommended. The Resource Allocation tab helps show why.
 

Look at Figure 11.16, which shows the Resource Allocation tab for a cluster of ESXi hosts. In the root of this cluster are 12 VMs assigned a total of 14,000 shares. Because each of these VMs is using the default CPU Shares Value (1,000 shares per vCPU), they each get equal access to the host CPU capacity — in this case, 7 percent per vCPU (the VMs with 2,000 shares and 14% Shares have two vCPUs).
 


Figure 11.16 In the absence of custom CPU shares, CPU capacity is equally allocated to all VMs.
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Now look at Figure 11.17. The only change here is that I’ve added a resource pool. I did not change any of the default values for the resource pool. Note that the resource pool has a default CPU Shares Value of 4,000, and note how the simple addition of this resource pool changes the default CPU allocation for the individual VMs from 7 percent per vCPU to only 5 percent per vCPU. The resource pool, on the other hand, now gets 22 percent. If you added a single VM to the resource pool, that one VM would get 22 percent of the host CPU capacity while other VMs only received 5 percent (or 11 percent for VMs with two vCPUs).
 


Figure 11.17 The addition of a resource pool will, by default, alter the resource allocation policy even if you don’t set any custom values.
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This unintended change on the resource allocation distribution is why I don’t recommend using resource pools strictly for the purposes of organizing VMs. If you do insist on using resource pools in this way, be sure to understand the impact of configuring your environment in this manner.
 

The next setting in the resource pool properties to evaluate is CPU Reservation for the CPU. Continuing with the examples shown in Figure 11.10 and Figure 11.11, you can see a CPU Reservation value of 11700 MHz has been set on the ProductionVMs resource pool. The DevelopmentVMs pool has a CPU Reservation value of 2,925 MHz. (The ESXi hosts in the cluster hosting these resource pools have quad-core 2.93 GHz Intel Xeon CPUs, so this essentially reserves four cores on one server for the ProductionVMs resource pool and one core on one server for the DevelopmentVMs resource pool.) This setting ensures that at least 11700 MHz of CPU time is available for all the VMs located in the ProductionVMs resource pool (or 2,925 MHz of CPU for VMs in the DevelopmentVMs resource pool). Assuming that the ESXi host has a total of 23400 MHz CPU (8 × 2,925 MHz = 23400 MHz), this means 8,775 MHz of CPU time is available on that host for other reservations. If one more resource pool was created with a Reservation value of 8,775 MHz, then the cumulative reservations on the system have reserved all available host CPU capacity (5,850 MHz × 4 = 23400 MHz). This configuration means the administrator will not be able to create any additional resource pools or any individual VMs with Reservation values set. Remember that the ESXi host or cluster has to have enough resource capacity — CPU capacity, in this case — to satisfy all reservations. You can’t reserve more capacity than the host actually has.
 

Part of the CPU Reservation setting is the option to make the reservation expandable. An expandable reservation (noted as such by selecting the Expandable Reservation check box) allows a resource pool to “borrow” resources from its parent host or parent resource pool in order to satisfy reservations set on individual VMs within the resource pool. Note that a resource pool with an expandable reservation would only “borrow” from the parent in order to satisfy reservations, not in order to satisfy requests for resources in excess of the reservations. Neither of the resource pools has expandable reservations, so you will be able to assign only 5,850 MHz of CPU capacity as reservations to individual VMs within each resource pool. Any attempt to reserve more than that amount will result in an error message explaining that you’ve exceeded the allowed limit.
 

Deselecting the Expandable Reservation check box does not limit the total amount of CPU capacity available to the resource pool; it limits only the total amount of CPU capacity that can be reserved within the resource pool. To set an upper limit on actual CPU usage, you’ll need to use a CPU Limit setting.
 

CPU Limit is the third setting on each resource pool. The behavior of the CPU limit on a resource pool is similar to its behavior on individual VMs, except in this case the limit applies to all VMs in the resource pool. All VMs combined are allowed to consume up to this value. In the example, the ProductionVMs resource pool does not have a CPU limit assigned. In this case, the VMs in the ProductionVMs resource pool are allowed to consume as many CPU cycles as the ESXi hosts in the cluster are able to provide. The DevelopmentVMs resource pool, on the other hand, has a CPU Limit setting of 11700 MHz, meaning that all the VMs in the DevelopmentVMs resource pool are allowed to consume a maximum of 11700 MHz of CPU capacity. With 2.93 GHz Intel Xeon CPUs, this is the approximate equivalent of one quad-core CPU.
 

For the most part, CPU shares, reservations, and limits behave similarly on resource pools to the way they do on individual VMs. The same is also true for memory shares, reservations, and limits, as you’ll see in the next section.
 

Managing Memory Usage with Resource Pools
 

In the memory portion of the resource pool settings, the first setting is the Shares value. This setting works in much the same way as memory shares worked on individual VMs. It determines which group of VMs will be the first to give up memory via the balloon driver — or if memory pressure is severe enough, activate memory compression or swap out to disk via hypervisor swapping — in the face of contention. However, this setting is used to set a priority value for all VMs in the resource pool when competing for resources with VMs in other resource pools. Looking at the memory share settings in our example (ProductionVMs = Normal and DevelopmentVMs = Low), this means that if host memory is limited, VMs in the DevelopmentVMs resource pool that need more memory than their reservation would have a lower priority than an equivalent VM in the ProductionVMs resource pool. Figure 11.14, which I used previously to help explain CPU shares on resource pool, applies here as well. As with CPU shares, you can also use the Resource Allocation tab to explore how memory resources are being assigned to resource pools or VMs within resource pools.
 

The second setting is the resource pool’s memory Reservation. The memory Reservation value will reserve this amount of host RAM for VMs in this resource pool, which effectively ensures that there is some actual RAM that is guaranteed to the VMs in this resource pool. As I explained in the discussion on CPU reservations, the Expandable Reservation check box does not limit how much memory the resource pool can use but rather how much memory you can reserve within the resource pool.
 

The memory Limit value is how you would set a limit on how much host RAM a particular group of VMs can consume. If administrators have been given the Create Virtual Machines permission in the DevelopmentVMs resource pool, then the memory Limit value would prevent those administrators from running VMs that will consume more than that amount of actual host RAM. In our example, the memory Limit value on the DevelopmentVMs resource pool is set to 24576 MB. How many VMs can administrators in development create? They can create as many as they want.
 

Although this setting does nothing to limit creating VMs, it will place a limit on running VMs. So, how many can they run? The cap placed on memory use is not a per VM setting but a cumulative setting. They might be able to run only one VM with all the memory or multiple VMs with lower memory configurations. Assuming that each VM is created without an individual memory Reservation value, the administrator can run as many VMs concurrently as he or she wants! The problem will be that once the VMs consume 24576 MB of host RAM, the hypervisor is going to step in and prevent the VMs in the resource group from using any additional memory. Refer back to my discussion of memory limits in the section titled “Using Memory Limits” for the techniques that the VMkernel will use to enforce the memory limit. If the administrator builds six VMs with 4,096 MB as the initial memory amount, then all four VMs will consume 24576 MB (assuming no overhead, which I’ve already shown you isn’t the case) and will run in real RAM. If an administrator tried to run 20 VMs configured for 2,048 MB of RAM, then all 20 VMs will share the 24576 MB of RAM, even though their requirement is for 40960 MB (20 × 2,048 MB) — the remaining amount of RAM would most likely be provided by VMkernel swap. At this point, performance would be noticeably slow.
 

If you want to clear a limit, select the Unlimited check box. This is true for both CPU limits as well as memory limits. By now you should have a pretty fair idea of how ESXi allocates resources to VMs, as well as how you can tweak those settings to meet your specific demands and workloads.
 

As you can see, if you have groups of VMs with similar resource demands, using resource pools is an excellent way of ensuring consistent resource allocation. As long as you understand the hierarchical nature of resource pools — that resources are allocated first to the pool at its level in the hierarchy, and then those resources are allocated to the VMs in the pool — then you should be able to use resource pools effectively.
 

So far you’ve seen how to control the use of CPU and memory, but those are only two of the four major resources consumed by VMs. In the next section, you’ll see how to control network traffic through the use of network resource pools.
 

Regulating Network I/O Utilization
 

The resource pools I’ve shown you so far can only be used to control CPU and memory usage. However, vSphere offers another type of resource pool, a network resource pool that allows you to control network utilization. Using network resource pools — to which are assigned shares and limits — you can control outgoing network traffic. This feature is referred to as vSphere Network I/O Control (NetIOC).
 


Outgoing Traffic Only, and Only on a Distributed Switch

 

vSphere Network I/O Control applies only to outgoing network traffic and is available only on a vSphere Distributed Switch (vDS) version 4.1.0 or later. Refer to Chapter 5 for more information on setting up or configuring a vDS.

 




 

When you enable vSphere NetIOC, vSphere activates six predefined network resource pools:
 

 

 
	Fault Tolerance (FT) Traffic
 

 
	iSCSI Traffic
 

 
	Management Traffic
 

 
	NFS Traffic
 

 
	Virtual Machine Traffic
 

 
	vMotion Traffic
 


 

For version 5.0.0 vSphere Distributed Switches, a seventh predefined network resource pool is also available: Host Based Replication (HBR) Traffic.
 

All of these network resource pools are visible on the Resource Allocation tab of the vDS, as you can see in Figure 11.18.
 


Figure 11.18 Network resource pools on a vDS provide granular control of network traffic.
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Two steps are involved in setting up and using NetIOC. First, you must enable NetIOC on that particular vDS. Second, you must create and configure network resource pools as necessary.
 

Perform the following steps to enable NetIOC on a vDS:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance. Because NetIOC relies on vDS and vDS is only available with vCenter, NetIOC cannot be used when connected directly to an ESXi host.


2. Navigate to the Networking Inventory view using the View menu, the navigation bar, or the home screen.


3. Select the vDS for which you want to enable NetIOC.


4. Click the Resource Allocation tab for that vDS.


5. Click Properties.


6. In the Resource Allocation Properties dialog box, check Enable Network I/O Control On This vSphere Distributed Switch, and then click OK.




 

This enables NetIOC on this vDS. The Resource Allocation tab of the vDS object will note that NetIOC is enabled, as shown in Figure 11.19.
 


Figure 11.19 vCenter Server provides a clear indication that NetIOC is enabled for a vDS.
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Along with actually enabling NetIOC, you can also modify existing network resource pools or create new resource pools, if you are using a vDS version 5.0. For a version 4.1.0 vDS, you can neither create new network resource pools nor edit the existing network resource pools.
 

A network resource pool consists of three basic settings:
 

 

 
	The first value is Physical Adapter Shares. Like the shares you used to prioritize access to CPU or RAM when there was contention, physical adapter shares in a network resource pool establish priority for access to the physical network adapters when there is network contention. As with other types of shares, this value does not apply when there is no contention.
 


 

You can set this value to one of three predefined values, or you can set a Custom value of up to 100. For the predefined values, Low translates to 25 shares, Normal equates to 50 shares, and High equals 100 shares. 
 

 
	The second value is the Host Limit. This value specifies an upper limit on the amount of network traffic, in Mbps, that this network resource pool is allowed to consume. Leaving Unlimited selected means that only the physical adapters themselves limit the network resource pool.
 

 
	The third value is the QoS Priority Tag. The QoS (Quality of Service) priority tag is an 802.1p tag that is applied to all outgoing packets. Upstream network switches that are configured to recognize the 802.1p tags can further enhance and enforce the QoS beyond just the ESXi host.
 



 


 

Figure 11.20 shows all three of the values for one of the predefined network resource pools, the Fault Tolerance (FT) Traffic network resource pool.
 


Figure 11.20 vSphere does allow an administrator to modify the predefined network resource pools.
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Administrators have the option of editing the predefined network resource pools or creating their own network resource pools.
 

Perform the following steps to edit an existing network resource pool:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance.


2. Navigate to the Networking inventory view.





  































































3. You can use the navigation bar, use the keyboard shortcut (Ctrl+Shift+N), or select View → Inventory → Networking.


4. Select the vDS that contains the network resource pool you want to modify.


5. Click the Resource Allocation tab.


6. Right-click the network resource pool you want to edit and select Edit Settings.


You can also click the Edit Setting hyperlink found just below the list of network resource pools.

 

7. From the Network Resource Pool Settings dialog box, modify the Physical Adapter Shares, Host Limit, or QoS Priority Tag values as desired.


8. Click OK to save the changes to the network resource pool.




 

You might prefer to leave the predefined network resource pools intact and create your own.
 

Perform the following steps to create a new network resource pool:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance.


2. Navigate to the Networking inventory view. You can use the navigation bar, use the keyboard shortcut (Ctrl+Shift+N), or select View → Inventory → Networking.


3. Select the vDS on which you want to create the new network resource pool.


4. Click the Resource Allocation tab.


5. Click the New Network Resource Pool hyperlink. The Network Resource Pool Settings dialog box appears, as shown in Figure 11.21.


6. Supply a name and description for the new network resource pool.


7. For Physical Adapter Shares, select a predefined option (Low, Normal, or High), or select Custom and enter a value from 1 to 100.


8. To set a limit, select the Unlimited check box (to uncheck it) and then enter a value for Host Limit. This value is entered in Mbps (megabits per second).


9. If you want to apply a QoS priority tag, select the value from the drop-down list.


10. Click OK to create the new network resource pool with the values you specified.




 

After you have at least one user-defined network resource pool, you have the option of mapping port groups to your network resource pool.
 


Can’t Map Port Groups to System Pools

 

Port groups can only be mapped to user-defined network resource pools, not system network resource pools.

 




 


Figure 11.21 Administrators have the option of creating new network resource pools for custom network traffic control.
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Perform the following steps to assign a port group to a user-defined network resource pool:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Switch to the Networking inventory view.


3. Select the vDS that hosts the network resource pool you’d like to map to a port group.


4. Click the Resource Allocation tab.


5. Click the Manage Port Groups hyperlink. This opens the Manage Port Groups dialog box shown in Figure 11.22.


6. Click OK to save the changes and return to the Resource Allocation tab.




 


Figure 11.22 Users can map a port group to any user-defined network resource pool, and multiple port groups can be associated to a single network resource pool.
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In large environments with lots of port groups, it might be a bit tedious to try to determine which port groups are mapped to which network resource pools. To help ease this administrative burden, vCenter Server offers an easy way to show all the port groups linked to a particular network resource pool. With a network resource pool selected, simply click the Port Groups button near the bottom of the screen. The view will shift to show you the specific port groups associated with the selected network resource pool. You can see this displayed in Figure 11.23, which shows the port groups associated with the user-defined network resource pool named Custom Network Resource Pool. You’ll notice that a fair amount of networking-specific detail — like VLAN ID, port binding, number of attached VMs, and so forth — is also included in this display for ease of use.
 


Figure 11.23 The vSphere Client provides a consolidated view of all the port groups associated with a network resource pool for reduced administrative overhead.
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NetIOC offers a powerful way to help ensure that all the various types of network traffic present in a VMware vSphere environment will coexist properly, especially as organizations move toward 10 Gigabit Ethernet and away from Gigabit Ethernet. Fewer faster connections means more consolidated traffic and therefore a greater need for controlling how that traffic coexists on the same physical medium.
 

I’ve taken you through three of the four major resources and shown you how VMware vSphere offers controls for managing the use of and access to that resource. Only one resource remains: storage.
 

Controlling Storage I/O Utilization
 

For vSphere, controlling memory or CPU allocation and utilization is relatively easy. The hypervisor can easily determine how busy the CPU is and if physical memory has been depleted. When conditions of resource contention occur for these resources, not only is it easy to detect, but it’s also easy to correct. If the CPU is too busy and there aren’t enough CPU cycles to go around, then don’t schedule cycles for lower-priority VMs and assign more cycles to higher-priority VMs. And how is this priority determined? Remember that Shares values are the mechanism that vSphere uses to determine priority. Likewise, if RAM becomes constrained, invoke the balloon drivers in the guest OSes and reclaim some memory, or slow down the rate of allocation to lower-priority VMs and increase the rate of allocation to higher-priority VMs. Not only does the hypervisor have complete visibility into the utilization of these resources, but the hypervisor also has complete control over the resources. Nothing gets scheduled on the CPU without going through the hypervisor, and nothing gets stored in RAM without the hypervisor knowing about it. This complete control is what enables vSphere to not only offer shares as a way of establishing priority, but also to offer reservations (guaranteed access to resources) and limits (caps on the usage of a resource). You read and learned about these mechanisms in previous parts of this chapter.
 

When you get to network utilization, things begin to change a little. The hypervisor has some visibility into the network; it can see how many Mbps are being generated and by which VMs. However, the hypervisor does not have complete control over network utilization; it can only control outbound traffic. Traffic generated somewhere else in the network really can’t be controlled. Given the nature of networking, it’s pretty much a given that other workloads outside the control of VMware vSphere are going to be present, and vSphere isn’t going to be able to control or influence them in any way. Even so, the level of control that vSphere has enables it to offer shares (to establish priority) as well as limits (to enforce a cap on the amount of network bandwidth a VM can consume). This is Network I/O Control, and I discussed it in the previous section.
 

With regard to resource allocation and utilization, storage is similar in many ways to networking. It is very likely that other workloads will be present on the shared storage that is required by vSphere for so many features. These other workloads are going to be external to vSphere and can’t be controlled or influenced in any way, and therefore vSphere isn’t going to have complete control over the resource. It’s also generally true that the hypervisor won’t have as much visibility into the storage as it does with CPU and memory, making it more difficult to detect and adjust the utilization of storage resources. There is a metric, however, that vSphere can use to help determine the utilization of storage. That metric is latency. Using latency as the metric to detect contention, vSphere can offer shares (to establish priority when contention occurs) as well as limits (to ensure a VM doesn’t consume too many storage resources). The feature that enables this functionality is called Storage I/O Control, or SIOC.
 


Storage I/O Control First Appeared in vSphere 4.1

 

Storage I/O Control first appeared in VMware vSphere 4.1 and supported only Fibre Channel and iSCSI datastores. In vSphere 5, SIOC adds support for NFS as well.

 




 

Longtime users of VMware vSphere (and VMware Infrastructure before that) are probably aware that you’ve been able to assign Shares values to disks for quite some time. The difference between that functionality and what SIOC offers is a matter of scope. Without SIOC, enabling shares on a VM’s virtual disk is only effective for that specific host; the ESX/ESXi hosts did not exchange information about how many shares each VM was allocated or how many shares were assigned in total. This meant it was impossible to properly align the Shares values with the correct ratios of access to storage resources across multiple hosts.
 

SIOC addresses this by extending shares assignments across all hosts accessing a particular datastore. Using vCenter Server as the central information store, SIOC combines all the assigned shares across all the VMs on all the hosts and allocates storage I/O resources in the proper ratios according to the shares assignment.
 

In order to make this work, SIOC has a few requirements you must meet:
 

 

 
	All datastores that are SIOC-enabled have to be under the management of a single vCenter Server instance. vCenter Server is the “central clearinghouse” for all the shares assignments, so it makes sense that all the datastores and hosts have to be managed by a single vCenter Server instance.
 

 
	SIOC is supported on VMFS datastores connected via Fibre Channel (including FCoE) and iSCSI. NFS datastores are also supported. Raw Device Mappings (RDMs) are not supported.
 

 
	Datastores must have only a single extent. Datastores with multiple extents are not supported.
 


 


Storage I/O Control and Array Auto-Tiering

 

If your storage array supports auto-tiering — the ability for the array to seamlessly and transparently migrate data between different tiers (SSD, FC, SAS, SATA) of storage, be sure to double-check the VMware Hardware Compatibility List (HCL) to verify that your array’s auto-tiering functionality has been certified to be compatible with SIOC.

 




 

Assuming that your environment meets the requirements, then you can take advantage of SIOC. Configuring SIOC is a two-step process. First, enable SIOC on one or more datastores. Second, assign shares or limits to storage I/O resources on individual VMs.
 

Let’s look first at enabling SIOC for a particular datastore.
 

Enabling Storage I/O Control
 

SIOC is enabled on a per-datastore basis. By default, SIOC is disabled for a datastore, meaning that you have explicitly enabled SIOC if you want to take advantage of its functionality.
 


Datastores versus Datastore Clusters

 

While SIOC is disabled by default for individual datastores, it is enabled by default for Storage DRS–enabled datastore clusters that have I/O metrics enabled for Storage DRS. Refer to “Introducing and Working with Storage Distributed Resource Scheduler” in Chapter 12 for more information on Storage DRS.

 




 

Perform the following steps to enable SIOC for a datastore:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


SIOC is available only when connected to vCenter Server, not when you are connected to an individual ESXi host.

 

2. Navigate to the Datastores And Datastore Clusters inventory view.


You can use the navigation bar, use the Ctrl+Shift+D keyboard shortcut, or select View → Inventory → Datastores And Datastore Clusters.

 

3. Select the datastore for which you want to enable SIOC.


4. Click the Configuration tab.


5. Select the Properties hyperlink. Figure 11.24 shows the location of this hyperlink just below the list of hosts connected to the selected datastore.


6. In the Datastore Name Properties dialog box, select Enabled under Storage I/O Control.


7. Click Close.




 


Figure 11.24 This Properties hyperlink allows you to manage the configuration of a specific datastore, including enabling SIOC.
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SIOC is now enabled for the selected datastore; this is reflected in the Datastore Details pane of the vSphere Client under the Storage I/O Control heading, as you can see in Figure 11.25.
 


Figure 11.25 The status of SIOC for a datastore is displayed in the vSphere Client for easy reference.
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Generally speaking, enabling SIOC using these steps is all that is required to get started using SIOC to control the utilization of storage I/O resources.
 

However, in some cases, you might find it necessary to adjust the configuration of SIOC in order to make it function properly for your specific array and array configuration. Previously in this section, I mentioned that vSphere had a metric that could be used to detect contention: latency. SIOC uses latency as the threshold to determine when it should activate and enforce Shares values for access to storage I/O resources. Specifically, when vSphere detects latency in excess of a specific threshold value (measured in milliseconds), SIOC is activated. Because of the vast differences in array architectures and array performance, VMware recognized that users might need to adjust this default congestion threshold values for SIOC. After all, a certain latency measurement might indicate congestion (or contention) on some arrays and configurations, but not on others. Making the congestion threshold adjustable allows vSphere administrators to fine-tune the behavior of SIOC to best match their particular array and configuration.
 

Perform the following steps to adjust the congestion threshold setting for SIOC on a particular datastore:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance.


2. Navigate to the Datastores And Datastore Clusters inventory view.


3. Select the desired datastore from the inventory tree.


4. Click the Configuration tab; then click the Properties hyperlink.


5. Click the Advanced button. A warning dialog box appears, letting you know that improperly adjusting the congestion threshold settings could impede the performance of a datastore. Click OK to dismiss the warning dialog box.


6. The Edit Congestion Threshold dialog box appears. Enter the desired congestion threshold setting, in milliseconds, and then click OK.


7. Click Close to return to the Datastores And Datastore Clusters inventory view.




 


What Values Should I Use?

 

When adjusting the congestion threshold setting, it is imperative that you set it properly based on your specific array, array configuration, and array vendor’s recommendations. These recommendations will vary from vendor to vendor and depend on the number of drives in the array, the types of drives in the array, and whether features like array auto-tiering are enabled. In general, though, the following settings are considered reasonable guidelines for the congestion threshold: 
 

 
	For datastores composed of SSDs, decrease to 10 ms.
 

 
	For datastores composed of 10K/15K FC and SAS, leave at 30 ms.
 

 
	For datastores composed of 7.2K SATA/NL-SAS, increase to 50 ms.
 

 
	For auto-tiered datastores with multiple drive types, leave at 30 ms.
 



 


 

While these are reasonable guidelines, I strongly urge you to consult your specific vendor’s documentation on the recommended values to use as the congestion threshold when using SIOC in conjunction with their products.

 




 

Once you have enabled SIOC on one or more datastores and you have (optionally) adjusted the congestion threshold per your storage vendor’s recommended values, you can start setting storage I/O resource values on your VMs.
 

Configuring Storage Resource Settings for a Virtual Machine
 

SIOC provides two mechanisms for controlling the use of storage I/O by VMs: shares and limits. These mechanisms operate in exactly the same way here as with other resources; the Shares value establishes a relative priority as a ratio of the total number of shares assigned, while the Limit value defines the upper ceiling on the number of I/O operations per second (IOPS) that a given VM may generate. As with memory, CPU, and network I/O, vSphere provides default settings for disk shares and limits. By default, every VM you create is assigned 1,000 disk shares per virtual disk and no IOPS limits.
 

If you need different settings than the default values, you can easily modify either the assigned storage I/O shares or the assigned storage I/O limit.
 

Assigning Storage I/O Shares
 

Modifying the default storage I/O Shares value is done on the Resources tab of the VM’s properties dialog box, just as it’s done for modifying memory allocation or CPU utilization. Figure 11.26 shows the Resources tab for a VM.
 


Figure 11.26 Modifying storage I/O shares is done from the same area as modifying other resource allocation settings.
 

[image: 11.26]

 

Perform the following steps to modify the storage I/O Shares value for a VM:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view.


3. Right-click the specific VM for which you’d like to change the storage I/O settings and select Edit Settings from the context menu.


4. Click the Resources tab. This displays the dialog box shown previously in Figure 11.26.


5. Select Disk from the list of resources on the left.


6. A list of virtual disks assigned to this VM will appear in the list on the right. For each virtual disk, click in the Shares column to change the setting from Normal to Low, High, or Custom, as shown in Figure 11.27.


7. If you selected Custom in step 6, click in the Shares value column and supply a custom storage I/O Shares value.


8. Repeat steps 6 and 7 for each virtual disk associated with this VM.


9. Click OK to save the changes and return to the vSphere Client.




 

The selected virtual disks belonging to this VM will now receive a proportional allocation of storage I/O resources based on the Shares value whenever SIOC detects contention (or congestion) on the datastore. (Keep in mind that vSphere uses latency, as specified in the congestion threshold I described previously, as the trigger for activating SIOC.) Like all other Shares values, SIOC enforces Shares values only when contention for storage I/O resources is detected. If there is no contention — as indicated by low latency values for that datastore or datastore cluster — then SIOC will not activate.
 


Shares Activate Only on Resource Contention

 

Shares are applicable only when there is resource contention. This is true for all the different Shares values I’ve shown you throughout this chapter. Regardless of whether you are setting Shares values for memory, CPU, network, or storage, vSphere will not step in and enforce those shares until the hypervisor detects contention for that particular resource. Shares aren’t guarantees or absolute values; they establish relative priority when the hypervisor isn’t able to meet all the demands of the VMs.

 




 


Figure 11.27 You must change the setting to Custom if you want to assign an arbitrary storage I/O Shares value.
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Configuring Storage I/O Limits
 

You can also set a limit on the number of IOPS that a VM is allowed to generate. By default, as I stated previously, this value is unlimited. However, if you feel that you need to set an IOPS limit, you can set the IOPS limit in the same place you would set storage I/O shares.
 

Perform these steps to set a storage I/O limit on IOPS:
 


1. If it is not already running, launch the vSphere Client and connect to a vCenter Server instance.


2. Navigate to the Hosts And Clusters or VMs And Templates inventory view.


3. Right-click a VM and select Edit Settings.


4. Select the Resources tab and then click Disk from the list of resources on the left.


5. Select the virtual disk for which you’d like to set an IOPS limit from the list of virtual disks on the right.


6. Click in the Limit – IOPS column and type in a value for the maximum number of IOPS that this VM will be allowed to generate against this virtual disk.


7. Repeat step 5 and step 6 for each virtual disk assigned to this VM.


8. Click OK to save the changes and return to the vSphere Client.




 


Be Careful with IOPS Limits

 

Setting an improper IOPS limit can have a severe performance impact on a VM. Be sure that you have a clear understanding of the IOPS requirements of the guest OS and the applications installed in that guest OS before assigning an IOPS limit.

 




 

Like the limits you apply to memory, CPU, or network I/O, the storage I/O limits are absolute values. The hypervisor will enforce the assigned storage I/O limit, even when there is plenty of storage I/O available.
 

Setting these storage I/O resource values on a per-VM basis is fine, but what about when you need to have some sort of consolidated view of what settings have been applied to all the VMs on a datastore? Fortunately, vCenter Server and the vSphere Client provide a way to easily see a summary of the various settings.
 

Viewing Storage I/O Resource Settings for Virtual Machines
 

In the Datastores And Datastore Clusters inventory view, you can view a list of all the datastores managed by a particular vCenter Server instance. It was in this view that you enabled SIOC previously in the section “Enabling Storage I/O Control,” and it’s in this view that you can get a consolidated view of all the storage I/O settings applied to the VMs on a datastore.
 

On the Virtual Machines tab of a selected datastore in the Datastores And Datastore Clusters inventory view, vCenter Server provides a list of all the VMs on that datastore. If you scroll to the right using the scroll bar at the bottom of the vSphere Client window, you will see three SIOC-specific columns:
 

 

 
	Shares Value
 

 
	Limit – IOPs
 

 
	Datastore % Shares
 


 

Figure 11.28 shows these three columns on a datastore for which SIOC has been enabled. Note that the default values for the VMs on the selected SIOC-enabled datastore have not been modified.
 


Figure 11.28 The Virtual Machines tab of a datastore provides a useful summary view of storage-related information for all the VMs on that datastore.
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As you can see in Figure 11.28, vCenter Server has used the assigned Shares values to establish relative percentages of access to storage I/O resources in the event of contention. This consistent behavior makes the complex task of managing resource allocation a bit easier for vSphere administrators.
 


Storage I/O Control and External Workloads

 

Storage I/O Control operates on the basis that only VMware vSphere is utilizing the storage I/O resources being managed by vCenter Server. However, this is often not the case. Because of the way that many modern arrays are structured, there may be many different workloads that are all running on the same physical disks that support an SIOC-enabled datastore.

 

In such cases, SIOC has the ability to detect “external workloads” and will automatically stop throttling. However, at the next latency evaluation period (4 seconds), SIOC will again check the latency of the datastore against the congestion threshold and see if it needs to start throttling again, and the cycle starts again.

 

To resolve this issue, VMware recommends that you avoid sharing physical disks across both virtual and non-virtual workloads. Because of the architecture of some arrays, this may be difficult, so check with your storage vendor for their recommendations and best practices.

 




 

Throughout this chapter, I’ve shown you how to use reservations, shares, and limits to modify the resource allocation and resource utilization behaviors of VMware vSphere. In the next chapter, I’ll show you some additional tools for balancing resource utilization across groups of servers.
 

The Bottom Line
 

Manage virtual machine memory allocation.


In almost every virtualized datacenter, memory is the resource that typically comes under contention first. Most organizations run out of memory on their VMware ESXi hosts before other resources become constrained. Fortunately, VMware vSphere offers both advanced memory-management technologies as well as extensive controls for managing the allocation of memory and utilization of memory by VMs.

 

Master It

 

To guarantee certain levels of performance, your IT director believes that all VMs must be configured with at least 8 GB of RAM. However, you know that many of your applications rarely use this much memory. What might be an acceptable compromise to help ensure performance?

 

Manage CPU utilization.


In a VMware vSphere environment, the ESXi hosts control VM access to physical CPUs. To effectively manage and scale VMware vSphere, administrators must understand how to allocate CPU resources to VMs, including how to use reservations, limits, and shares. Reservations provide guarantees to resources, limits provide a cap on resource usage, and shares help adjust the allocation of resources in a constrained environment.

 

Master It

 

A fellow VMware administrator is a bit concerned about the use of CPU reservations. She is worried that using CPU reservations will “strand” CPU resources, preventing those reserved but unused resources from being used by other VMs. Are this administrator’s concerns founded?

 

Create and manage resource pools.


Managing resource allocation and usage for large numbers of VMs creates too much administrative overhead. Resource pools provide a mechanism for administrators to apply resource allocation policies to groups of VMs all at the same time. Resource pools use reservations, limits, and shares to control and modify resource allocation behavior, but only for memory and CPU.

 

Master It

 

Your company runs both test/development workloads and production workloads on the same hardware. How can you help ensure that test/development workloads do not consume too many resources and impact the performance of production workloads?

 

Control network and storage I/O utilization.


Along with memory and CPU, network I/O and storage I/O make up the four major resource types that VMware vSphere administrators must effectively manage in order to have an efficient virtualized datacenter. By applying controls to network I/O and storage I/O, administrators can help ensure consistent performance, meet service-level objectives, and prevent one workload from unnecessarily consuming resources at the expense of other workloads.

 

Master It

 

Name two limitations of Network I/O Control.

 

Master It

 

What are the requirements for using Storage I/O Control?

 


  
Chapter 12
 

Balancing Resource Utilization
 

Virtualization with VMware vSphere is, among other things, about getting better utilization of your computing resources. This means utilization of resources within a single physical host, which vSphere accomplishes by allowing you to run multiple guest operating system instances on a single physical host. However, it’s also about getting better resource utilization across multiple physical hosts, and that means the ability to shift workloads between hosts in order to balance the resource utilization. vSphere offers a number of powerful tools for helping administrators balance resource utilization.
 

In this chapter, you will learn to
 

 

 
	Configure and execute vMotion
 

 
	Ensure vMotion compatibility across processor families
 

 
	Configure and manage vSphere Distributed Resource Scheduler
 

 
	Use Storage vMotion
 

 
	Configure and manage Storage DRS
 


 

Comparing Utilization with Allocation
 

The fundamental but subtle difference between allocation and utilization can be difficult to understand at times. Allocation is about how a resource is assigned; so in a vSphere environment, allocation is about how CPU cycles, memory, storage I/O, and network bandwidth are allocated to a particular VM or group of VMs. Utilization, on the other hand, is about how resources are used after they are allocated. vSphere provides three mechanisms for affecting allocation: reservations (guaranteed allocations of resources), limits (bounds on the maximum allocation of resources), and shares (prioritized access to resource allocation). While these mechanisms are powerful and useful — as you saw in Chapter 11, “Managing Resource Allocation” — they do have their limits (no pun intended). What about situations when a resource is highly utilized on one host and lightly utilized on another host? None of the three mechanisms I’ve shown you so far will help balance the utilization of resources among ESXi hosts; they will only control the allocation of resources. This difference between allocation and utilization is the difference between what I showed you in Chapter 11 and what I’m going to discuss in this chapter.
 

VMware vSphere helps balance the utilization of resources in the following four ways:
 


vMotion vMotion, also generically known as live migration, is used to manually balance resource utilization between two ESXi hosts.

 

vSphere Distributed Resource Scheduler vSphere Distributed Resource Scheduler (DRS) is used to automatically balance resource utilization among two or more ESXi hosts.

 

Storage vMotion Storage vMotion is the storage equivalent of vMotion, and it is used to manually balance storage utilization between two datastores.

 

Storage DRS Just as Storage vMotion is the storage equivalent of vMotion, Storage DRS is the storage equivalent of DRS, and it is used to automatically balance storage utilization among two or more datastores.

 



 

Along the way of introducing and explaining each of these four mechanisms for balancing resource utilization, I’ll also introduce or review a few other related features of vSphere, such as clusters and VMware Enhanced vMotion Compatibility (EVC).
 

Let’s start with vMotion.
 

Exploring vMotion
 

I’ve defined the vMotion feature as a way to manually balance resource utilization between two ESXi hosts. What does that mean, exactly? vMotion provides the ability to perform a live migration of a VM from one ESXi host to another ESXi host without service interruption. This is a no-downtime operation; network connections are not dropped and applications continue running uninterrupted. In fact, the end users do not know and are not aware that the VM has been migrated between physical ESXi hosts. When you use vMotion to migrate a VM from one ESXi host to another ESXi host, this means you also migrate the resource allocation — CPU and memory — from one host to another. This makes vMotion an extremely effective tool for manually load-balancing VMs across ESXi hosts and eliminating “hot spots” — heavily utilized ESXi hosts — within your virtualized datacenter.
 

In addition to manually balancing VM loads among ESXi hosts, vMotion brings other benefits, too. If an ESXi host needs to be powered off for hardware maintenance or some other function that would take it out of production, you can use vMotion to migrate all active VMs from the host going offline to another host without waiting for a hardware maintenance window. Because vMotion is a live migration — no interruption in service and no downtime — the VMs will remain available to the users who need them.
 

While it sounds like magic, the basic premise of vMotion is relatively straightforward. vMotion works by copying the contents of VM memory from one ESXi host to another ESXi host and then transferring control of the VM’s disk files to the target host.
 

Let’s take a closer look. vMotion operates in the following sequence:
 


1. An administrator initiates a migration of a running VM (VM1) from one ESXi host (pod-1-blade-5) to another (pod-1-blade-7), shown in Figure 12.1.


2. The source host (pod-1-blade-5) begins copying the active memory pages VM1 has in host memory to the destination host (pod-1-blade-7) across a VMkernel interface that has been enabled for vMotion. This is called preCopy. During this time, the VM still services clients on the source (pod-1-blade-7). As the memory is copied from the source host to the target, pages in memory could be changed. ESXi handles this by keeping a log of changes that occur in the memory of the VM on the source host after that memory address has been copied to the target host. This log is called a memory bitmap. See Figure 12.2. Note that this process occurs iteratively, repeatedly copying over memory contents that have changed.



vMotion Can Now Leverage Multiple NICs

 

As of vSphere 5, vMotion can take advantage of multiple NICs to assist with transferring memory data between hosts.

 




 

3. After the entire contents of RAM for the VM being migrated have been transferred to the target host (pod-1-blade-7), then VM1 on the source ESXi host (pod-1-blade-5) is quiesced. This means that it is still in memory but is no longer servicing client requests for data. The memory bitmap file is then transferred to the target (pod-1-blade-7). See Figure 12.3.



The Memory Bitmap

 

The memory bitmap does not include the contents of the memory address that has changed; it simply includes the addresses of the memory that has changed — often referred to as the dirty memory.

 




 

4. The target host (pod-1-blade-7) reads the addresses in the memory bitmap file and requests the contents of those addresses from the source (pod-1-blade-5). See Figure 12.4.


5. After the contents of the memory referred to in the memory bitmap file have been transferred to the target host, the VM starts on that host. Note that this is not a reboot — the VM’s state is in RAM, so the host simply enables it. At this point a Reverse Address Resolution Protocol (RARP) message is sent by the host to register its MAC address against the physical switch port to which the target ESXi host is connected. This process enables the physical switch infrastructure to send network packets to the appropriate ESXi host from the clients that are attached to the VM that just moved.


6. After the VM is successfully operating on the target host, the memory the VM was using on the source host is deleted. This memory becomes available to the VMkernel to use as appropriate, as shown in Figure 12.5.



Try It with ping -t

 

Following the previous procedure carefully, you’ll note there will be a time when the VM being moved is not running on either the source host or the target host. This is typically a short period of time. Testing has shown that a continuous ping (ping -t) of the VM being moved might, on a bad day, result in the loss of one ping packet. Most client-server applications are built to withstand the loss of more than a packet or two before the client is notified of a problem.

 




 


Figure 12.1 Step 1 in a vMotion migration is invoking a migration while the VM is powered on.
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Figure 12.2 Step 2 in a vMotion migration is starting the memory copy and adding a memory bitmap.
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Figure 12.3 Step 3 in a vMotion migration involves quiescing VM1 and transferring the memory bitmap file from the source ESXi host to the destination ESXi host.
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Figure 12.4 In step 4 in a vMotion migration, the actual memory listed in the bitmap file is fetched from the source to the destination (dirty memory).
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Figure 12.5 In step 6 in a vMotion migration, vCenter Server deletes the VM from the source ESXi host.
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Examining vMotion Requirements
 

The vMotion migration is pretty amazing, and when users see it work for the first time in a live environment, they are extremely impressed. However, detailed planning is necessary for this procedure to function properly. The hosts involved in the vMotion process have to meet certain requirements, along with the VMs being migrated.
 

Each of the ESXi hosts that are involved in vMotion must meet the following requirements:
 

 

 
	Shared storage for the VM files (a VMFS or NFS datastore) that is accessible by both the source and target ESXi host.
 

 
	A Gigabit Ethernet or faster network interface card (NIC) with a VMkernel port defined and enabled for vMotion on each ESXi host.
 


 

This VMkernel port can be on a vSphere Standard Switch, on a vSphere Distributed Switch, or on a third-party distributed virtual switch like the Cisco Nexus 1000V, but it must be enabled for vMotion. The Gigabit Ethernet or faster NIC should preferably be dedicated to vMotion traffic, although it is acceptable to share this NIC with other traffic types if necessary.
 

In Chapter 5, “Creating and Configuring Virtual Networks,” I provided the steps for creating a VMkernel port on a vSwitch. I included instructions for creating a VMkernel port on either a vSphere Standard Switch or a vSphere Distributed Switch. I’ll review the steps for creating a VMkernel port on a vSphere Distributed Switch again just for convenience.
 

Perform the following steps to create a VMkernel port on an existing vSphere Distributed Switch:
 


1. Launch the vSphere Client if it is not already running, and connect to an instance of vCenter Server.


2. Navigate to the Hosts And Clusters inventory view.


3. From the inventory list on the left, select an ESXi host that is already participating in the vSphere Distributed Switch.


4. Select the Configuration tab from the contents pane on the right.


5. Click Networking to display the host’s networking configuration.


6. Switch the view to vSphere Distributed Switch using the buttons just below the tab bar.


7. Click the Manage Virtual Adapters link.


8. In the Manage Virtual Adapters dialog box, click the link to add a new virtual adapter.


9. In the Add Virtual Adapter dialog box, select New Virtual Adapter, and click Next.


10. Select VMkernel and click Next.


11. Choose the correct port group from the drop-down list, and then be sure to select the box Use This Virtual Adapter For vMotion. Click Next.


12. Specify an IP address and network mask for this VMkernel interface.


If the vMotion network is nonroutable, leave the default gateway blank, or simply use the default gateway assigned for the management network. Click Next.

 

13. Review the graphical diagram that shows the pending changes to the distributed switch.


If everything is correct, click Finish to complete adding the VMkernel interface. Otherwise, use the Back button to change the settings accordingly.

 



 

In addition to the configuration requirements I just outlined (shared storage and a vMotion-enabled VMkernel port), a successful vMotion migration between two ESXi hosts also relies on all of the following conditions being met:
 

 

 
	Both the source and destination hosts must be configured with identical virtual switches that are correctly configured, vMotion-enabled VMkernel ports. If you are using vSphere Distributed Switches, both hosts must be participating in the same vSphere Distributed Switch.
 

 
	All port groups to which the VM being migrated is attached must exist on both of the ESXi hosts. Port group naming is case sensitive, so create identical port groups on each host, and make sure they plug into the same physical subnets or VLANs. A virtual switch named Production is not the same as a virtual switch named PRODUCTION. Remember that to prevent downtime the VM is not going to change its network address as it is moved. The VM will retain its MAC address and IP address so clients connected to it don’t have to resolve any new information to reconnect.
 

 
	Processors in both hosts must be compatible. When a VM is transferred between hosts, the VM has already detected the type of processor it is running on when it booted. Because the VM is not rebooted during a vMotion, the guest assumes the CPU instruction set on the target host is the same as on the source host. You can get away with slightly dissimilar processors, but in general the processors in two hosts that perform vMotion must meet the following requirements:  

 
	CPUs must be from the same vendor (Intel or AMD).

 
	CPUs must be from the same CPU family (Xeon 55xx, Xeon 56xx, or Opteron).

 
	CPUs must support the same features, such as the presence of SSE2, SSE3, and SSE4, and NX or XD (see the sidebar “Processor Instruction”).

 
	For 64-bit VMs, CPUs must have virtualization technology enabled (Intel VT or AMD-v).


 



 


 

I’ll talk more about processor compatibility in the section “Ensuring vMotion Compatibility.”

 


Processor Instruction

 

Streaming SIMD Extensions 2 (SSE2) was an enhancement to the original Multimedia Extension (MMX) instruction set found in the PIII processor. The enhancement was targeted at the floating-point calculation capabilities of the processor by providing 144 new instructions. SSE3 instruction sets are an enhancement to the SSE2 standard targeted at multimedia and graphics applications. The new SSE4 extensions target both the graphics and the application server.

 

AMD’s Execute Disable (XD) and Intel’s NoExecute (NX) are features of processors that mark memory pages as data only, which prevents a virus from running executable code at that address. The operating system needs to be written to take advantage of this feature, and in general, versions of Windows starting with Windows 2003 SP1 and Windows XP SP2 support this CPU feature.

 

The latest processors from Intel and AMD have specialized support for virtualization. The AMD-V and Intel Virtualization Technology (VT) must be enabled in the BIOS in order to create 64-bit VMs.

 




 

In addition to the vMotion requirements for the hosts involved, the VM must meet the following requirements to be migrated:
 

 

 
	The VM must not be connected to any device physically available to only one ESXi host. This includes disk storage, CD/DVD drives, floppy drives, serial ports, or parallel ports. If the VM to be migrated has one of these mappings, simply deselect the Connected check box beside the offending device. For example, you won’t be able to migrate a VM with a CD/DVD drive connected; to disconnect the drive and allow vMotion, deselect the Connected box.
 

 
	The VM must not be connected to an internal-only virtual switch.
 

 
	The VM must not have its CPU affinity set to a specific CPU.
 

 
	The VM must have all disk, configuration, log, and nonvolatile random access memory (NVRAM) files stored on a VMFS or NFS datastore accessible from both the source and the destination ESXi hosts.
 


 

If you start a vMotion migration and vCenter Server finds an issue that is considered a violation of the vMotion compatibility rules, you will see an error message. In some cases, a warning, not an error, will be issued. In the case of a warning, the vMotion migration will still succeed. For instance, if you have cleared the check box on the host-attached floppy drive, vCenter Server will tell you there is a mapping to a host-only device that is not active. You’ll see a prompt asking whether the migration should take place anyway.
 

VMware states that you need a Gigabit Ethernet NIC for vMotion; however, it does not have to be dedicated to vMotion. When you’re designing the ESXi host, dedicate a NIC to vMotion if possible. You thus reduce the contention on the vMotion network, and the vMotion process can happen in a fast and efficient manner.
 

Now that I’ve reviewed all the various prerequisites, both for ESXi hosts and VMs, let’s actually perform a vMotion migration.
 

Performing a vMotion Migration
 

After you’ve verified the ESXi host requirements as well as the VM requirements, you are ready to perform a vMotion migration.
 

Perform the following steps to conduct a vMotion migration of a running VM:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


vMotion requires vCenter Server.

 

2. Navigate to either the Hosts And Clusters or VMs And Templates inventory view.


3. Select a powered-on VM in your inventory, right-click the VM, and select Migrate.


4. Select Change Host, and then click Next.


5. Choose the target host.


Figure 12.6 shows a target host that produces validation errors; that is, vCenter Server has found errors that would prevent a successful vMotion operation. Figure 12.7 shows a compatible and properly configured target host selected.

 

After you’ve selected the correct target host, click Next.

 

6. If you have any resource pools defined on the target host or target cluster, you’ll need to select the target resource pool (or cluster). You also have the option of selecting a vApp as your target resource pool; I introduced the concept of vApps in Chapter 10, “Using Templates and vApps.”


Most of the time the same resource pool (or cluster) that the VM currently resides in will suffice. As of vSphere 5, the resource pool where the VM currently resides is automatically selected as the target resource pool. Keep in mind that choosing a different resource pool might change that VM’s priority access to resources. Refer to Chapter 11, “Managing Resource Allocation,” for a more in-depth discussion of how resource allocation is affected by placement into a resource pool. If no resource pool is defined on the target host, then vCenter Server skips this step entirely.

 

7. Select the priority that the vMotion migration needs to proceed with.


In vSphere 5, this setting controls the share of reserved resources allocated for migrations with vMotion. Migrations marked as High Priority receive a higher share of CPU resources than migrations marked as Standard Priority. Migrations will proceed regardless of the resources reserved. This behavior is different than in earlier versions; see the sidebar “Migration Priority in Earlier Versions of vSphere.” Generally, you will select High Priority (Recommended). Click Next to continue.

 


Migration Priority in Earlier Versions of vSphere

 

The behavior of the High Priority and Standard Priority settings for vMotion changed in vSphere 4.1; this behavior carries forward to vSphere 5 as described in the text. For vSphere 4, however, the behavior of these options is different. For vSphere 4, high-priority migrations do not proceed if resources are unavailable to be reserved for the migration, whereas standard priority migrations will proceed. However, standard priority migrations might proceed more slowly and might even fail to complete if enough resources are not available.

 




 

8. Review the settings, and click Finish if all the information is correct.


If there are any errors, use the Back button or the hyperlinks on the left to go back and correct the errors.

 

9. The VM should start to migrate. Often, the process will pause at about 10 percent in the progress dialog box and then again at 90 percent.


The 10 percent pause occurs while the hosts in question establish communications and gather the information for the pages in memory to be migrated; the 90 percent pause occurs when the source VM is quiesced and the dirty memory pages are fetched from the source host, as shown in Figure 12.8.

 


vMotion Is Not a High-Availability Feature

 

vMotion is a great feature, but it is not a high-availability feature. Yes, it can be used to improve uptime by preventing downtime because of planned outages, but vMotion will not provide any protection in the event of an unplanned host failure. For that functionality, you’ll need vSphere High Availability (HA) and vSphere Fault Tolerance (FT), two features that are discussed in Chapter 7, “Ensuring High Availability and Business Continuity.”

 




 


Figure 12.6 vCenter Server will show you errors found during validation of the selected target host in a vMotion operation.
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Figure 12.7 If vCenter Server does not show any validation errors, then the vMotion operation is allowed to proceed.
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Figure 12.8 The Recent Tasks pane of the vSphere Client shows the progress of the vMotion operation.
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vMotion is an invaluable tool for virtual administrators. Once you’ve managed a datacenter with vMotion, you’ll wonder how you managed without it.
 

Over time, though, you could find yourself in a situation where you are without vMotion. As hardware manufacturers such as Intel and AMD introduce new generations of CPUs, you could find yourself in a situation where some of your ESXi hosts have one generation of CPUs and others have a newer generation of CPUs. Remember that one of the requirements for vMotion is compatible CPUs. So what happens when you need to refresh some of your hardware and you have to start using a new generation of CPUs? vSphere addresses this potential problem with a feature called VMware Enhanced vMotion Compatibility (EVC).
 

Ensuring vMotion Compatibility
 

In the section “Examining vMotion Requirements,” I discussed some of the prerequisites needed to perform a vMotion operation. In particular, I mentioned that vMotion has some fairly strict CPU requirements. Specifically, the CPUs must be from the same vendor, must be in the same family, and must share a common set of CPU instruction sets and features.
 

In a situation where two physical hosts exist in a cluster and there are CPU differences between the two hosts, vMotion will fail. I often refer to this issue as a vMotion boundary. Until later versions of ESXi 3.x and appropriate support from Intel and AMD in their processors, there was no fix for this issue — it was something that virtual datacenter administrators and architects simply had to endure.
 

However, in later versions of VMware Virtual Infrastructure 3.x and continuing into VMware vSphere 4.x and 5, VMware supports hardware extensions from Intel and AMD to help mitigate these CPU differences. In fact, vSphere provides two ways to address this issue, either in part or in whole.
 

Using Per—Virtual Machine CPU Masking
 

vCenter Server offers the ability to create custom CPU masks on a per-VM basis. Although this can offer a tremendous amount of flexibility in enabling vMotion compatibility, it’s also important to note that, with one exception, this is completely unsupported by VMware.
 

What is the one exception? On a per-VM basis, you’ll find a setting that tells the VM to show or mask the No Execute/Execute Disable (NX/XD) bit in the host CPU, and this specific instance of CPU masking is fully supported by VMware. Masking the NX/XD bit from the VM tells the VM that there’s no NX/XD bit present. This is useful if you have two otherwise compatible hosts with an NX/XD bit mismatch. If the VM doesn’t know there’s an NX or XD bit on one of the hosts, it won’t care if the target host has or doesn’t have that bit if you migrate that VM using vMotion. The greatest vMotion compatibility is achieved by masking the NX/XD bit. If the NX/XD bit is exposed to the VM, as shown in Figure 12.9, the BIOS setting for NX/XD must match on both the source and destination ESXi hosts.
 


Figure 12.9 The option for masking the NX/XD bit is controlled on a per-VM basis.
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For features other than the NX/XD bit, you would have to delve into custom CPU masks. This is where you will step outside the bounds of VMware support. Looking at the dialog box in Figure 12.9, you’ll note the Advanced button. Clicking the Advanced button opens the CPU Identification Mask dialog box, shown in Figure 12.10.
 


Figure 12.10 The CPU Identification Mask dialog box allows you to create custom CPU masks.
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In this dialog box, you can create custom CPU masks to mark off specific bits within the CPU ID value. I won’t go into great detail here because all of this is unsupported by VMware. However, refer to the sidebar “More Information on CPU Masking” for two URLs that provide additional information.
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More Information on CPU Masking

 

Creating custom CPU masks is one way to ease potential vMotion incompatibilities. Remember, though, that this is completely unsupported by VMware, so it’s useful only in test and development environments where you are not running production workloads and don’t need the full support of VMware behind you.

 

If your test lab is anything like my test lab used to be, it’s full of older hardware that’s been cycled out of production. This often creates the exact kind of environment where vMotion does not work as expected because of differences in the underlying CPUs. As a result, I had to create some custom CPU masks to allow vMotion between some old Pentium III servers (OK, so they were really old servers) and some newer Pentium 4 servers. At that time, VMware did not have anything like EVC, and the hardware vendors didn’t have anything like the current hardware virtualization extensions. I had to use an ISO image that VMware included on the ESX 3.0.x installation disc. This bootable ISO image, which does not appear to be included on the vSphere 4 ESX installation media, provided output on the CPUID response from the CPUs. The hexadecimal output from that disc had to be converted to binary and compared in order to find which bits had to be masked in a custom CPU mask.

 

I documented all the steps and the techniques involved in creating these custom CPU masks on my website. If you are interested in getting more information on custom CPU masks, you can review the following web pages:

 

http://blog.scottlowe.org/2006/09/25/sneaking-around-vmotion-limitations/

 

http://blog.scottlowe.org/2007/06/19/more-on-cpu-masking/

 

Both of these web pages provide in-depth details from the real-life work that I did creating custom CPU masks in my own test lab.

 




 

Fortunately, there’s an easier — and fully supported — way of handling this issue, and it’s called VMware Enhanced vMotion Compatibility (EVC).
 

Using VMware Enhanced vMotion Compatibility
 

Recognizing that potential compatibility issues with vMotion could be a significant problem, VMware worked closely with both Intel and AMD to craft functionality that would address this issue. On the hardware side, Intel and AMD put functions in their CPUs that would allow them to modify the CPU ID value returned by the CPUs. Intel calls this functionality FlexMigration; AMD simply embedded this functionality into their existing AMD-V virtualization extensions. On the software side, VMware created software features that would take advantage of this hardware functionality to create a common CPU ID baseline for all the servers within a cluster. This functionality, originally introduced in VMware ESX/ESXi 3.5 Update 2, is called VMware Enhanced vMotion Compatibility.
 

EVC is enabled at the cluster level. Figure 12.11 shows the EVC controls for a cluster.
 


Figure 12.11 VMware EVC is enabled and disabled at the cluster level.
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As you can see in Figure 12.11, EVC is currently enabled on this cluster. This cluster contains servers with Intel Xeon processors, so EVC is using an Intel Xeon Core i7 baseline. To change the baseline that EVC is using, click the Change EVC Mode button. This opens a dialog box that allows you to disable EVC or to change the EVC baseline, as illustrated in Figure 12.12.
 


Figure 12.12 You can enable or disable EVC, as well as change the processor baseline EVC uses.
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vCenter Server performs some validation checks to ensure that the physical hardware is capable of supporting the selected EVC mode and processor baseline. If you select a setting that the hardware cannot support, the Change EVC Mode dialog box will reflect the incompatibility. Figure 12.13 shows an incompatible EVC mode selected.
 


Figure 12.13 vCenter Server ensures that the selected EVC mode is compatible with the underlying hardware.
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When you enable EVC and set the processor baseline, vCenter Server then calculates the correct CPU masks that are required and communicates that information to the ESXi hosts. The ESXi hypervisor then works with the underlying Intel or AMD processors to create the correct CPU ID values that would match the correct CPU mask. When vCenter Server validates vMotion compatibility by checking CPU compatibility, the underlying CPUs will return compatible CPU masks and CPU ID values. However, vCenter Server and ESXi cannot set CPU masks for VMs that are currently powered on. (You can verify this by opening the properties of a running VM and going to the CPUID Mask area on the Resources tab. You’ll find all the controls there are disabled.)
 

Consequently, if you attempt to change the EVC mode on a cluster that has powered-on VMs, vCenter Server will prevent you from making the change, as you can see in Figure 12.14 (note the warning and note that the OK button is disabled). You’ll have to power down the VMs in order to change the cluster’s EVC mode.
 


Figure 12.14 vCenter Server informs the user which ESXi hosts in the cluster have powered-on or suspended VMs that are preventing the change to the cluster’s EVC mode.
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When setting the EVC mode for a cluster, keep in mind that some CPU-specific features — such as newer multimedia extensions or encryption instructions, for example — could be disabled when vCenter Server and ESXi disable them via EVC. VMs that rely on these advanced extensions might be affected by EVC, so be sure that your workloads won’t be adversely affected before setting the cluster’s EVC mode.
 

EVC is a powerful feature that assures vSphere administrators that vMotion compatibility will be maintained over time, even as hardware generations change. With EVC, you won’t have to remember what life’s like without vMotion.
 

But vMotion is a reactive tool; an administrator has to manually initiate vMotion. How much more powerful would vMotion be if vSphere used vMotion proactively? That is the basis for vSphere Distributed Resource Scheduler (DRS), a feature that you can enable on ESXi clusters.
 

Exploring vSphere Distributed Resource Scheduler
 

When I introduced you to vMotion, I said that vMotion was a way of manually balancing loads across VMware ESXi hosts. vSphere Distributed Resource Scheduler (DRS) builds on the idea of manually balancing loads across ESXi hosts and turns it into a way of automatically balancing load across groups of ESXi hosts. The groups are clusters, which I introduced in Chapter 3 and discussed again in Chapter 7.
 

vSphere DRS is a feature of vCenter Server on the properties of a cluster that balances a load across multiple ESXi hosts. It has the following two main functions:
 

 

 
	To decide which node of a cluster should run a VM when it’s powered on, a function often referred to as intelligent placement
 

 
	To evaluate the load on the cluster over time and either make recommendations for migrations or use vMotion to automatically move VMs to create a more balanced cluster workload
 


 

vSphere DRS runs as a process within vCenter Server, which means that you must have vCenter Server in order to use vSphere DRS. By default, DRS checks every five minutes (or 300 seconds) to see if the cluster’s workload is balanced. DRS is also invoked by certain actions within the cluster, such as adding or removing an ESXi host or changing the resource settings of a VM. When DRS is invoked, it will calculate the imbalance of the cluster, apply any resource controls (such as reservations, shares, and limits), and, if necessary, generate recommendations for migrations of VMs within the cluster. Depending on the configuration of vSphere DRS, these recommendations could be applied automatically, meaning that VMs will automatically be migrated between hosts by DRS in order to maintain cluster balance (or, put another way, to minimize cluster imbalance).
 


vSphere Distributed Resource Scheduler Enables Resource Pools

 

As I mentioned in the previous section of this chapter, vSphere DRS enables the use of resource pools when clustering ESXi hosts.

 




 

Fortunately, if you like to retain control, you can set how aggressively DRS will automatically move VMs around the cluster.
 

If you start by looking at the DRS properties — you can view these properties by right-clicking a DRS-enabled cluster, selecting Edit Settings, and then clicking the vSphere DRS heading on the left — you will see there are three selections regarding the automation level of the DRS cluster: Manual, Partially Automated, and Fully Automated. The slider bar affects only the actions of the Fully Automated setting on the cluster. These settings control the initial placement of a VM and the automatic movement of VMs between hosts. I’ll examine the behavior of these automation levels in the next three sections.
 

Understanding Manual Automation Behavior
 

When a DRS cluster is set to Manual, every time you power on a VM, the cluster prompts you to select the ESXi host on which that VM should be hosted. The dialog box rates the available hosts according to suitability at that moment: the lower the priority, the better the choice, as shown in Figure 12.15.
 


Figure 12.15 A DRS cluster set to Manual requires you to specify where the VM should be powered on.
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The Manual setting also suggests vMotion migrations when DRS detects an imbalance between ESXi hosts in the cluster. This is an averaging process that works over longer periods of time than many of us are used to in the IT field. It is unusual to see DRS make any recommendations unless an imbalance has existed for longer than five minutes. The recommended list of migrations is available by selecting the cluster in the inventory and then selecting the DRS tab.
 

From the DRS tab, the Apply Recommendations button allows you to agree with any pending DRS recommendations and initiate a migration. vMotion handles the migration automatically. Figure 12.16 shows some pending recommendations displayed on the DRS tab of a cluster set for Manual DRS automation.
 


Figure 12.16 vMotion operations must be approved by an administrator when DRS is set for Manual automation.
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Reviewing Partially Automated Behavior
 

If you select the Partially Automated setting on the DRS properties, DRS will make an automatic decision about which host a VM should run on when it is initially powered on (without prompting the user who is performing the power-on task) but will still prompt for all migrations on the DRS tab. Thus, initial placement is automated, but migrations are still manual.
 

Examining Fully Automated Behavior
 

The third setting for DRS is Fully Automated. This setting makes decisions for initial placement without prompting and also makes automatic vMotion decisions based on the selected automation level (the slider bar).
 

There are five positions for the slider bar on the Fully Automated setting of the DRS cluster. The values of the slider bar range from Conservative to Aggressive. Conservative automatically applies recommendations ranked as priority 1 recommendations. Any other migrations are listed on the DRS tab and require administrator approval. If you move the slider bar from the most conservative setting to the next stop to the right, then all priority 1 and priority 2 recommendations are automatically applied; recommendations higher than priority 2 will wait for administrator approval. With the slider all the way over to the Aggressive setting, any imbalance in the cluster that causes a recommendation is automatically approved (apply even priority 5 recommendations). Be aware that this can cause additional stress in your ESXi host environment, because even a slight imbalance will trigger a migration.
 

Calculations for migrations can change regularly. Assume that during a period of high activity DRS makes a priority 3 recommendation, and the automation level is set so priority 3 recommendations need manual approval, but the recommendation is not noticed (or an administrator is not even in the office). An hour later, the VMs that caused the recommendation in the first place have settled down and are now operating normally. At this point, the DRS tab no longer reflects the recommendation. The recommendation has since been withdrawn. This behavior occurs because if the migration was still listed, an administrator might approve it and cause an imbalance where one did not exist.
 

In many cases, priority 1 recommendations have little to do with load on the cluster. Instead, priority 1 recommendations are generally the result of one of two conditions. The first condition that causes a priority 1 recommendation is when you put a host into maintenance mode, as shown in Figure 12.17.
 


Figure 12.17 An ESXi host put into maintenance mode cannot power on new VMs or be a target for vMotion.
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Maintenance mode is a setting on a host that prevents the ESXi host from performing any VM-related functions. VMs currently running on a host being put into maintenance mode must be shut down or moved to another host before the host will actually enter maintenance mode. This means that an ESXi host in a DRS-enabled cluster will automatically generate priority 1 recommendations to migrate all VMs to other hosts within the cluster. Figure 12.16 shows priority 1 recommendations generated as the result of an ESXi host being placed into maintenance mode.
 

The second condition that could cause a priority 1 recommendation is when DRS affinity rules come into play. This leads us to a discussion of DRS affinity rules.
 


A Quick Review of Distributed Resource Scheduler Cluster Performance

 

Monitoring the detailed performance of a cluster is an important task for any virtual infrastructure administrator, particularly monitoring the CPU and memory activity of the whole cluster as well as the respective resource utilization of the VMs within the cluster. The Summary tab of the details pane for a cluster object includes information on the configuration of the cluster as well as statistics regarding the current load distribution. Additionally, the View Resource Distribution Chart link allows you to open a graphical chart that shows the current resource distribution of the ESXi hosts in the cluster. While resource allocation and distribution isn’t necessarily a direct indicator of performance, it can be a helpful metric nevertheless.

 




 

Working with Distributed Resource Scheduler Rules
 

To further allow an administrator to customize the behavior of vSphere DRS for their specific environment, vSphere offers the ability to create DRS rules. vSphere DRS supports three types of DRS rules:
 

 

 
	VM affinity rules, referred to as Keep Virtual Machines Together in the vSphere Client
 

 
	VM anti-affinity rules, referred to as Separate Virtual Machines in the vSphere Client
 

 
	Host affinity rules, referred to as Virtual Machines To Hosts in the vSphere Client
 


 

Figure 12.18 shows these three types of rules in the dialog box for creating new DRS rules.
 


Figure 12.18 DRS supports VM affinity, VM anti-affinity, and host affinity rules.
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Recall from the previous section that DRS rules are the second of two conditions that will trigger a priority 1 recommendation (the other is maintenance mode). When DRS detects that VMs will violate DRS rules, it generates a priority 1 recommendation to migrate one or more VMs in order to satisfy the constraint expressed in the DRS rule.
 

vSphere’s DRS rule functionality gives vSphere administrators the power to model the complex relationships that often exist in today’s datacenters. Let’s take a closer look at each of these three types of DRS rules.
 

Creating VM Affinity Rules
 

Affinity rules keep VMs together on the same host. Consider a multitier application where you have a web application server and a backend database server that frequently communicate with each other, and you’d like that communication to take advantage of the high-speed bus within a single server rather than going across the network. In that case, you could define an affinity rule (Keep Virtual Machines Together) that would ensure these two VMs stay together in the cluster.
 

Perform the following steps to create a DRS affinity rule:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


DRS and DRS rules cannot be managed when connected to a specific ESXi host; you must connect to a vCenter Server instance.

 

2. Navigate to the Hosts And Clusters inventory view.


3. Right-click the DRS cluster where the rules need to exist, and select the Edit Settings option.


4. Click the Rules option.


5. Click the Add button near the bottom of the dialog box.


6. Type a name for the rule, and select Keep Virtual Machines Together for the type of rule to create.


7. Click the Add button to include the necessary VMs in the rule.


Simply select the check box for the VMs you want to include in the DRS rule.

 

8. Click OK.


9. Review the new rule configuration to ensure it is correct.


10. Click OK.




 

VM affinity rules let you specify VMs that should always stay together, but what about VMs that should always stay separate? DRS offers that functionality with VM anti-affinity rules.
 

Creating VM Anti-Affinity Rules
 

Consider an environment with two mail server VMs. In all likelihood, administrators would not want both mail servers to reside on the same ESXi host. Instead, the administrators would want the mail servers split onto two different ESXi hosts in the cluster, so that the failure of one host would affect only one of the two mail servers. In this sort of situation, a VM anti-affinity rule is the right tool to use.
 

Perform the following steps to create a DRS anti-affinity rule:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance. Recall that DRS and DRS rules are available only with vCenter Server.


2. Navigate to the Hosts And Clusters inventory view.


3. Right-click the DRS cluster where the rules need to exist, and select the Edit Settings option.


4. Click the Rules option.


5. Click the Add button near the bottom of the dialog box.


6. Type a name for the rule, and select Separate Virtual Machines as the type of rule to create.


7. Click the Add button to include the necessary VMs in the rule. Simply select the check box for the VMs you want to include in the DRS rule.


8. Click OK.


9. Review the new rule configuration to ensure it is correct.


10. Click OK.




 

With both VM affinity and VM anti-affinity rules, it is possible to create fallible rules, such as building a Separate Virtual Machines rule that has three VMs in it on a DRS cluster that has only two hosts. In this situation, vCenter Server will generate report warnings because DRS cannot satisfy the requirements of the rule.
 

So far you’ve seen how to instruct DRS to keep VMs together or to keep VMs separate, but what about situations where you want to constrain VMs to a group of hosts within a cluster? This is where host affinity rules come into play.
 


Host Affinity Rules First Appeared in vSphere 4.1

 

VMware introduced host affinity rules in vSphere 4.1. Host affinity rules were not available in earlier versions.

 




 

Working with Host Affinity Rules
 

In addition to VM affinity and VM anti-affinity rules, vSphere DRS supports a third type of DRS rule: the host affinity rule. Host affinity rules are used to govern the relationships between VMs and the ESXi hosts in a cluster, giving administrators control over which hosts in a cluster are allowed to run which VMs. When combined with VM affinity and VM anti-affinity rules, administrators have the ability to create very complex rule sets to model the relationships between applications and workloads in their datacenter.
 

Before you can start creating a host affinity rule, you have to create at least one VM DRS group and at least one host DRS group. There are a couple of different places to manage DRS groups; one of the easiest ways is via the DRS Groups Manager, found in the Settings dialog box for a DRS-enabled cluster. Figure 12.19 shows the DRS Groups Manager. As you can see, a few groups have already been defined.
 


Figure 12.19 The DRS Groups Manager allows you to create and modify VM DRS groups and host DRS groups.
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Perform the following steps to create a VM or host DRS group:
 


1. Launch the vSphere Client, if it is not already running, and connect to a vCenter Server instance.


2. Navigate to the Hosts And Clusters inventory view.


3. Right-click the DRS-enabled cluster and select Edit Settings.


4. From the Settings dialog box, click DRS Groups Manager.


5. To create a VM DRS group, click the Add button under the section Virtual Machines DRS Groups; to create a host DRS group, click the Add button in the section Host DRS Groups.


You’ll note that the steps and the dialog boxes are almost identical between the two different types of groups.

 

6. Supply a name for the new DRS group.


7. For a VM DRS group, select one or more VMs that you want to add to the group, and use the double-arrow button in the middle of the dialog box to move them into the group.


Figure 12.20 shows where I have added four VMs to a new VM DRS group and have another VM selected to add.

 

8. Click OK when you finish adding or removing VMs or hosts from the DRS group.


9. Click OK in the cluster Settings dialog box to save the DRS groups and return to the vSphere Client.




 


Figure 12.20 Use the double-arrow buttons to add or remove VMs or hosts from a DRS group. This screenshot shows adding VMs to a DRS group.
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The previous steps are the same for both VM DRS groups and host DRS groups, and you’ll need to have at least one of each group defined before you can create the rule.
 

After you’ve defined your VM DRS groups and host DRS groups, you’re ready to actually define the host affinity rule. The host affinity rule brings together a VM DRS group and a host DRS group along with the preferred rule behavior. There are four host affinity rule behaviors:
 

 

 
	Must Run On Hosts In Group
 

 
	Should Run On Hosts In Group
 

 
	Must Not Run On Hosts In Group
 

 
	Should Not Run On Hosts In Group
 


 

These rules are, for the most part, self-explanatory. Each rule is either mandatory (“Must”) or preferential (“Should”) plus affinity (“Run On”) or anti-affinity (“Not Run On”). Mandatory host affinity rules — those with “Must” — are honored not only by DRS but also by vSphere HA and vSphere DPM. For example, vSphere HA will not perform a failover if the failover would violate a required host affinity rule. Preferred rules, on the other hand, might be violated. Administrators have the option of creating an event-based alarm to monitor for the violation of preferred host affinity rules. You’ll learn about alarms in Chapter 13.
 

Figure 12.21 shows a host affinity rule coming together with a selected VM DRS group, a rule behavior, and a selected host DRS group.
 


Figure 12.21 This host affinity rule specifies that the selected group of VMs must run on the selected group of ESXi hosts.
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Be careful when defining host affinity rules, especially mandatory host affinity rules like the one shown in Figure 12.21. vCenter doesn’t perform any checking to ensure that the rules can be satisfied. If you were to create two required host affinity rules that affected a single VM, that VM would be able to run only on hosts that were members of both groups. This is illustrated in Figure 12.22.
 


Figure 12.22 Administrators should ensure that using multiple required host affinity rules creates the desired results.
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In the event of a rule conflict with DRS host affinity rules, the older rule prevails and the newer rule is automatically disabled. Disabled rules are ignored by DRS.
 

In fact, if you need to, you can temporarily disable DRS rules by deselecting the check box next to the rule. This might be useful in a troubleshooting scenario or in any situation where you need DRS to temporarily ignore the rule.
 

While the different sorts of rules that DRS supports provide lots of flexibility, there might be times when you need an even greater granularity. To satisfy that need for granularity, you can modify or disable DRS on individual VMs in the cluster.
 

Configuring Per-VM Distributed Resource Scheduler Settings
 

Although most VMs should be allowed to take advantage of the DRS balancing act, it’s possible there will be enterprise-critical VMs that administrators are adamant about not being vMotion candidates. However, the VMs should remain in the cluster to take advantage of high-availability features provided by vSphere HA. In other words, VMs will take part in HA but not DRS despite both features being enabled on the cluster. As shown in Figure 12.23, VMs in a cluster can be configured with individual DRS compatibility levels. Figure 12.23 also shows that the ability to set automation levels on specific VMs can be disabled by deselecting the Enable Individual Virtual Machine Automation Levels check box.
 


Figure 12.23 Individual VMs can be prevented from participating in DRS.
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This dialog box lists the VMs that are part of the cluster and their default automation levels. In this case, all VMs are set at Fully Automated because that’s how the automation level of the cluster was set. The administrator can then selectively choose VMs that are not going to be acted on by DRS in the same way as the rest in the cluster. The automation levels available include the following:
 

 

 
	Fully Automated
 

 
	Manual
 

 
	Partially Automated
 

 
	Disabled
 

 
	Default (inherited from the cluster setting)
 


 

The first three options work as discussed previously in this chapter, in the sections “Understanding Manual Automation Behavior,” “Reviewing Partially Automated Behavior,” and “Examining Fully Automated Behavior.” The Disabled option turns off DRS, including the automatic host selection at startup and the migration recommendations. The Default option configures the VM to accept the automation level set at the cluster.
 


At Least Be Open to Change

 

Even if a VM or several VMs have been chosen not to participate in the automation of DRS, it is best not to set VMs to the Disabled option because recommendations will not be provided. It is possible that a priority 2 recommendation could be provided that suggests moving a VM an administrator thought was best on a specific host. Yet the migration might suggest a different host. For this reason, the Manual option is better. At least be open to the possibility that a VM might perform better on a different host.

 




 

VMware vSphere provides a number of tools for administrators to make their lives easier as long as the tools are understood and set up properly. It might also be prudent to monitor the activities of these tools to see whether a change to the configuration might be warranted over time as your environment grows. Monitoring and alarms are discussed in detail in Chapter 13.
 

DRS is a valuable and useful part of vSphere, and it builds on vMotion to enable vSphere administrators to be more proactive about managing their environments. However, both vMotion and vSphere DRS help only with balancing CPU and memory load. In the next section, we’ll discuss a method for manually balancing storage load.
 

Using Storage vMotion
 

vMotion and Storage vMotion are like two sides of the same coin. vMotion migrates a running VM from one physical host to another, moving CPU and memory usage between hosts but leaving the VM’s storage unchanged. This allows you to manually balance the CPU and memory load by shifting VMs from host to host. Storage vMotion, on the other hand, migrates a running VM’s virtual disks from one datastore to another datastore but leaves the VM executing — and therefore using CPU and memory resources — on the same ESXi host. This allows you to manually balance the “load” or utilization of a datastore by shifting a VM’s storage from one datastore to another. Like vMotion, Storage vMotion is a live migration; the VM does not incur any outage during the migration of its virtual disks from one datastore to another.
 

So how does Storage vMotion work? The process is relatively straightforward:
 


1. First, vSphere copies over the nonvolatile files that make up a VM: the configuration file (VMX), VMkernel swap, log files, and snapshots.


2. Next, vSphere starts a ghost or shadow VM on the destination datastore. Because this ghost VM does not yet have a virtual disk (that hasn’t been copied over yet), it sits idle waiting for its virtual disk.


3. Storage vMotion first creates the destination disk. Then a mirror device — a new driver that mirrors I/Os between the source and destination — is inserted into the data path between the VM and the underlying storage.



SVM Mirror Device Information in the Logs

 

If you review the vmkernel log files on an ESXi host during and after a Storage vMotion operation, you will see log entries prefixed with “SVM” that show the creation of the mirror device and that provide information about the operation of the mirror device.

 




 

4. With the I/O mirroring driver in place, vSphere makes a single-pass copy of the virtual disk(s) from the source to the destination. As changes are made to the source, the I/O mirror driver ensures those changes are also reflected at the destination.


5. When the virtual disk copy is complete, vSphere quickly suspends and resumes in order to transfer control over to the ghost VM created on the destination datastore earlier. This generally happens so quickly that there is no disruption of service, like with vMotion.


6. The files on the source datastore are deleted.




 

It’s important to note that the original files aren’t deleted until it’s confirmed that the migration was successful; this allows vSphere to simply fall back to its original location if an error occurs. This helps prevent data loss situations or VM outages because of an error during the Storage vMotion process.
 

Perform these steps to migrate a VM’s virtual disks using Storage vMotion:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance. Storage vMotion is available only when you are working with vCenter Server.


2. Navigate to the Hosts And Clusters or VMs And Templates inventory view.


3. Select the VM whose virtual disks you want to migrate from the inventory tree on the left, and then select Migrate from the Commands section on the Summary tab on the right.


You can also right-click the VM and select Migrate. This opens the Migrate Virtual Machine dialog box, the same dialog box used to initiate a vMotion operation.

 

4. Select Change Datastore and click Next.


5. Select the desired virtual disk format (Same Format As Source, Thick Provision Lazy Zeroed, Thick Provision Eager Zeroed, or Thin Provision).


Storage vMotion allows you to change the disk format during the actual disk-migration process, so you can switch from Thick Provision Lazy Zeroed to Thin Provision, for example.

 


Storage vMotion with Raw Device Mappings

 

Be careful when using Storage vMotion with Raw Device Mappings (RDMs). If you want to migrate only the VMDK mapping file, be sure to select Same Format As Source for the virtual disk format. If you select a different format, virtual mode RDMs will be converted into VMDKs as part of the Storage vMotion operation (physical mode RDMs are not affected). Once an RDM has been converted into a VMDK, it cannot be converted back into an RDM again.

 




 

6. If you have a storage provider installed in vCenter Server and have defined a VM storage profile, select the desired profile from the VM Storage Profile drop-down box.


7. Select a destination datastore or datastore cluster. (You’ll learn more about datastore clusters in the section “ Introducing and Working with Storage DRS.”)


8. If you need to migrate the VM’s configuration file and virtual hard disks separately or to separate destinations, click the Advanced button.


Figure 12.24 shows the Advanced view of the Storage step of the Migrate Virtual Machine Wizard and how you can choose the destination and disk format individually for different components of the VM.

 

9. When you have finished making selections on the Storage screen, click Next to continue with the Migrate Virtual Machine Wizard.


10. Review the settings for the Storage vMotion to ensure that everything is correct.


If you need to make changes, use the hyperlinks on the left or the Back button to go back and make any changes.

 


Figure 12.24 Use the Advanced view of the Migrate Virtual Machine Wizard to migrate a VM’s configuration files and virtual disks independently.
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Once you initiate the Storage vMotion operation, the vSphere Client will show the progress of the migration in the Tasks pane, as you’ve seen for other tasks (such as vMotion).
 

Like vMotion, Storage vMotion is great for manually adjusting the load or utilization of resources. vSphere DRS leverages vMotion to bring a level of automation to this process. New in vSphere 5, Storage DRS does the same thing for storage — brings a level of automation and leverages Storage vMotion to help balance storage utilization across datastores.
 

Introducing and Working with Storage DRS
 

Storage DRS is a feature that is new to vSphere 5. Building on the functionality that VMware introduced in earlier versions — specifically, building on Storage I/O Control and Storage vMotion — SDRS introduces the ability to perform automated balancing of storage utilization. SDRS can perform this automated balancing not only on the basis of space utilization but also on the basis of I/O load balancing.
 

Like vSphere DRS, SDRS is built on some closely related concepts and terms:
 

 

 
	Just as vSphere DRS uses clusters as a collection of hosts on which to act, SDRS uses data store clusters as collections of datastores on which it acts.
 

 
	Just as vSphere DRS can perform both initial placement and manual and ongoing balancing, SDRS also performs initial placement of VMDKs and ongoing balancing of VMDKs. The initial placement functionality of SDRS is especially appealing because it helps simplify the VM provisioning process for vSphere administrators.
 

 
	Just as vSphere DRS offers affinity and anti-affinity rules to influence recommendations, SDRS offers VMDK affinity and anti-affinity functionality.
 


 

As I just mentioned, SDRS uses the idea of a datastore cluster — a group of datastores treated as shared storage resources — in order to operate. Before you can enable or configure SDRS, you must create a datastore cluster. However, you can’t just arbitrarily combine datastores into a datastore cluster; there are some guidelines you need to follow.
 

Specifically, VMware provides the following guidelines for datastores that are combined into datastore clusters:
 

 

 
	Datastores of different sizes and I/O capacities can be combined in a datastore cluster. Additionally, datastores from different arrays and vendors can be combined into a datastore cluster. However, you cannot combine NFS and VMFS datastores in a datastore cluster.
 

 
	You cannot combine replicated and nonreplicated datastores into an SDRS-enabled datastore cluster.
 

 
	All hosts attached to a datastore in a datastore cluster must be running ESXi 5 or later. ESX/ESXi 4.x and earlier cannot be connected to a datastore that you want to add to a datastore cluster.
 

 
	Datastores shared across multiple datacenters are not supported for SDRS.
 


 


What about Mixed Hardware Acceleration Support?

 

Hardware acceleration as a result of support for the vSphere Storage APIs for Array Integration (more commonly known as VAAI) is another factor to consider when creating datastore clusters. As a best practice, VMware recommends against mixing datastores that do support hardware acceleration with datastores that don’t support hardware acceleration. All the datastores in a datastore cluster should be homogeneous with regard to hardware acceleration support in the underlying array(s).

 




 

In addition to these general guidelines from VMware, I’d recommend you consult your specific storage array vendor for any additional recommendations that are particular to your specific array. Your storage vendors may have additional recommendations on what array-based features are or are not supported in conjunction with SDRS.
 

In the next section, I’ll show you how to create and work with datastore clusters in preparation for a more in-depth look at configuring SDRS.
 

Creating and Working with Datastore Clusters
 

Now you’re ready to create a datastore cluster and begin exploring SDRS in greater detail.
 

Perform these steps to create a datastore cluster:
 


1. If it is not already running, launch the vSphere Client and connect to an instance of vCenter Server.


Storage DRS and datastore clusters are possible only when you are using vCenter Server in your environment.

 

2. Navigate to the Datastores And Datastore Clusters inventory view by selecting View → Inventory → Datastores And Datastore Clusters.


You can also use the navigation bar or the keyboard shortcut (Ctrl+Shift+D).

 

3. Right-click the datastore object where you want to create a new datastore cluster. From the context menu that appears, select New Datastore Cluster. This launches the New Datastore Cluster Wizard.


4. Supply a name for the new datastore cluster.


5. If you want to enable Storage DRS for this datastore, select Turn On Storage DRS. Click Next.


6. Storage DRS can operate in a manual mode, where it will make recommendations only, or in Fully Automated mode, where it will actually perform storage migrations automatically. Select Fully Automated and click Next.


7. If you want Storage DRS to include I/O metrics along with space utilization as part of its recommendations or migrations, select Enable I/O Metric For Storage DRS Recommendations.


Configuring SDRS to include I/O metrics in this manner will automatically enable Storage I/O Control on the datastores that are a part of this cluster.

 

8. You can adjust the thresholds that Storage DRS uses to control when it recommends or performs migrations (depending on whether Storage DRS is configured for manual or fully automated operation).


The default utilized space threshold is 80 percent; this means when the datastore reaches 80 percent full, Storage DRS will recommend or perform a storage migration. The default setting for I/O latency is 15 ms; you should adjust this based on recommendations from your storage vendor. Figure 12.25 shows the default settings for the SDRS runtime rules. When you are finished adjusting these values, click Next.

 


Storage I/O Control and Storage DRS Latency Thresholds

 

In Chapter 11 in the section “Controlling Storage I/O Utilization,” I discussed adjusting storage latency as the threshold for Storage I/O Control (SIOC). You’ll note that the default I/O latency threshold for SDRS (15 ms) is well below the default for SIOC (30 ms). The idea behind these default settings is that SDRS can make a migration to balance the load (if fully automated) before throttling becomes necessary.

 

Just as I recommended you check with your storage vendor for specific recommendations on SIOC latency values, you should also check with your array vendor to see if that vendor offers recommendations for SDRS latency values.

 




 

9. Place a check in the check box next to the ESXi hosts and/or clusters to which this new datastore cluster should be added; then click Next.


10. Select the available datastores you’d like to add to the new datastore cluster.


Because of the nature of Storage DRS, you’ll want to leave the Show Datastores drop-down box at the default setting of Connected To All Hosts, so that any datastores listed here are accessible from the hosts and/or clusters you selected in the previous step. Place a check in the check box next to each datastore you want added to the datastore cluster. Click Next.

 

11. Review the settings in the final screen of the New Datastore Cluster Wizard.


If any of the settings are incorrect or if you need to make any changes, use the hyperlinks on the left or the Back button to go back. Otherwise, click Finish.

 



 


Figure 12.25 The default settings for SDRS include I/O metrics and settings for utilized space and I/O latency.
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The newly created datastore cluster will appear in the Datastores And Datastore Clusters inventory view. The Summary tab of the datastore cluster, shown in Figure 12.26, will display the aggregate statistics about the datastores in the datastore cluster.
 


Figure 12.26 The Summary tab of a datastore cluster provides overall information about total capacity, total used space, total free space, and largest free space.
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Once you’ve created a datastore cluster, you can add capacity to the datastore cluster by adding more datastores, much in the same way you would add capacity to a vSphere DRS cluster by adding new ESXi hosts.
 

To add a datastore to a datastore cluster, just right-click an existing datastore cluster and select Add Storage from the pop-up context menu. This opens the Add Storage dialog box, where you can select additional datastores to add to the datastore cluster. Figure 12.27 shows the Add Storage dialog box, where you can see that some datastores cannot be added because all necessary ESXi hosts aren’t connected. This ensures that you don’t inadvertently add a datastore to a datastore cluster and then find that an SRDS migration renders that VMDK unreachable by one or more ESXi hosts.
 


Figure 12.27 To add a datastore to a datastore cluster, the new datastore must be connected to all the hosts currently connected to the datastore cluster.
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SDRS also offers a maintenance mode option for datastores, just as vSphere DRS offers a maintenance mode option for ESXi hosts. To place a datastore into SDRS maintenance mode, right-click the datastore and select Enter SDRS Maintenance Mode. If there are any registered VMs currently on that datastore, SDRS will immediately generate migration recommendations, as Figure 12.28 shows. If you select Cancel in the SDRS Maintenance Mode Migration Recommendations dialog box, you will cancel the SDRS maintenance mode request, and the datastore will not go into SDRS maintenance mode.
 


Storage DRS Maintenance Mode Doesn’t Affect Templates and ISOs

 

When you enable SDRS maintenance mode for a datastore, recommendations are generated for registered VMs. However, SDRS maintenance mode will not affect templates, unregistered VMs, or ISOs stored on that datastore.

 




 


Figure 12.28 Putting a datastore into SDRS maintenance mode generates SDRS recommendations to evacuate the datastore.
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You’d need to put a datastore into SDRS maintenance mode in order to remove the datastore from the datastore cluster. (Again, this is eerily similar to how you place hosts into maintenance mode in order to remove them from a vSphere DRS-enabled cluster. You might even think that VMware planned it that way!)
 

Once a datastore is in SDRS maintenance mode, you can simply use drag and drop to move the datastore out of the datastore cluster. In addition to using the Add Storage dialog box I showed you earlier in this section, you can use drag and drop to add a datastore to an existing datastore cluster as well. Note, however, that drag and drop won’t warn you that you’re adding a datastore that doesn’t have connections to all the hosts that are currently connected to the datastore cluster, so I generally recommend using the Add Storage dialog box shown in Figure 12.27.
 

Let’s now take a more in-depth look at configuring SDRS to work with the datastore cluster(s) that you’ve created.
 

Configuring Storage DRS
 

All of the configuration for SDRS is done from the Edit Cluster dialog box. You’ll open the Edit Cluster dialog box by right-clicking a datastore cluster and selecting Edit Settings or by clicking the Edit Settings command on the Summary tab of a datastore cluster. Both methods will give you the same result.
 

From the Edit Cluster dialog box, you can accomplish the following tasks:
 

 

 
	Enable or disable SDRS
 

 
	Configure the SDRS automation level
 

 
	Change or modify the SDRS runtime rules
 

 
	Configure or modify custom SDRS schedules
 

 
	Create SDRS rules to influence SDRS behavior
 

 
	Configure per-VM SDRS settings
 


 

The following sections examine each of these areas in more detail.
 

Enabling or Disabling Storage DRS
 

From the General area of the Edit Cluster dialog box, you can easily enable or disable SDRS. Figure 12.29 shows this area of the Edit Cluster dialog box. From here, you can enable SDRS by selecting Turn On Storage DRS. If Storage DRS is already enabled, you can deselect Turn On Storage DRS to disable it. If you disable SDRS, the SDRS settings are preserved. If SDRS is later reenabled, the configuration is returned to the point where it was when it was disabled.
 


Figure 12.29 In addition to enabling or disabling Storage DRS, you can rename the datastore cluster from this dialog box.
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Configuring Storage DRS Automation
 

SDRS offers two predefined automation levels, as you can see in Figure 12.30: No Automation (Manual Mode) and Fully Automated.
 


Figure 12.30 Storage DRS offers both Manual and Fully Automated modes of operation.
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When the SDRS automation level is set to No Automation (Manual Mode), SDRS will generate recommendations for initial placement as well as recommendations for storage migrations based on the configured space and I/O thresholds. Initial placement recommendations are generated when you create a new VM (and thus a new virtual disk), add a virtual disk to a VM, or clone a VM or template. Initial placement recommendations take the form of a pop-up window, like the one shown in Figure 12.31.
 


Figure 12.31 Storage DRS presents a list of initial placement recommendations whenever a new virtual disk is created.
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Recommendations for storage migrations are noted in two different ways. First, an alarm is generated to note that an SDRS recommendation is present. You can view this alarm on the Alarms tab of the datastore cluster in Datastores And Datastore Clusters inventory view, as shown in Figure 12.32.
 


Figure 12.32 This alarm on the datastore cluster indicates that an SDRS recommendation is present.
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In addition, the Storage DRS tab of the datastore cluster (visible in Datastores And Datastore Clusters inventory view, as shown in Figure 12.33) will list the current SDRS recommendations and give you the option to apply those recommendations — that is, initiate the suggested Storage vMotion migrations.
 


Figure 12.33 Select Apply Recommendations in the Storage DRS tab to initiate the storage migrations suggested by SDRS.
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When SDRS is configured for Fully Automated mode, SDRS will automatically initiate Storage vMotion migrations instead of generating recommendations for the administrator to approve. In this instance, you can use the Storage DRS tab of the datastore cluster to view the history of SDRS actions by selecting the History button at the top of the Storage DRS tab. Figure 12.34 shows the SDRS history for the selected datastore cluster.
 


Figure 12.34 On the Storage DRS tab of a datastore cluster, use the History button to review the SDRS actions that have taken place when running in Fully Automated mode.
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To modify how aggressive SDRS is when running in Fully Automated mode, you’ll need to switch over to the SDRS Runtime Rules section of the Edit Cluster dialog box, described in the next section.
 

Modifying the Storage DRS Runtime Behavior
 

In the SDRS Runtime Rules section of the Edit Cluster dialog box, you have several options for modifying the behavior of SDRS.
 

First, if you’d like to tell SDRS to operate only on the basis of space utilization and not I/O utilization, simply deselect Enable I/O Metric For SDRS Recommendations. This will tell SDRS to recommend or perform (depending on the automation level) migrations based strictly on space utilization.
 

Second, the Storage DRS Thresholds area allows you to adjust the thresholds that SDRS uses to recommend or perform migrations. By default, the Utilized Space setting is 80 percent, meaning that SDRS will recommend or perform a migration when a datastore reaches 80 percent full. The default I/O Latency setting is 15 ms; when latency measurements exceed 15 ms for a given datastore in a datastore cluster and I/O metrics are enabled, then SDRS will recommend or perform a storage migration to another datastore with a lower latency measurement.
 

If you click the Show Advanced Options hyperlink, you can further fine-tune the runtime behavior of SDRS:
 

 

 
	The first slider bar, labeled “No recommendations until utilization difference between source and destination is,” allows you to specify how much of an improvement SDRS should look for before making a recommendation or performing a migration. The setting defaults to 5 percent. This means that if the destination’s values are 5 percent lower than the source’s values, SDRS will make the recommendation or perform the migration.
 

 
	The Evaluate I/O Load Every option allows you to control how often SDRS evaluates the I/O or space utilization in order to make a recommendation or perform a migration.
 

 
	Finally, the I/O Imbalance Threshold controls the aggressiveness of the SDRS algorithm. As the slider is moved toward Aggressive and the counter increases, this moves up the priority of the recommendation that will be automatically acted on when SDRS is running in Fully Automated mode.
 


 

In addition to the rudimentary schedule control that controls how often SDRS evaluates I/O and space utilization, you also have the ability to create more complex scheduling settings.
 

Configuring or Modifying the Storage DRS Schedule
 

The SDRS Scheduling area of the Edit Cluster dialog box allows you to create custom schedules. These custom schedules enable vSphere administrators to specify times when the SDRS behavior should be different. For example, are there times when SDRS should be running in No Automation (Manual Mode)? Are there times when the space utilization or I/O latency thresholds should be different? If so, and you need SDRS to adjust to these recurring differences, you can accommodate that through custom SDRS schedules.
 

Let’s look at an example. Let’s say that you normally have SDRS running in Fully Automated mode, and it works fine. However, at night, when backups are running, you want SDRS not to automatically perform storage migrations. Using a custom SDRS schedule, you can tell SDRS to switch into manual mode during certain times of the day and days of the week and then return into Fully Automated mode when that day/time period is over.
 

Perform the following steps to create a custom SDRS schedule:
 


1. If it’s not already running, launch the vSphere Client and log into a vCenter Server instance.


SDRS is available only when you’re using vCenter Server.

 

2. Navigate to the Datastore And Datastore Clusters inventory view.


3. Right-click a datastore cluster and select Edit Settings.


4. Select SDRS Scheduling from the list of areas on the left.


5. Click Add. This opens the Create SDRS Schedule Task Wizard.


6. Specify the start and end times and the days of the week when this custom schedule task should be active.


For example, if you needed to change SDRS behavior while backups are running in the middle of the night, you could set the Start to 10:00 PM and the End to 5:30 AM. Click Next to continue.

 

7. Provide a description and then select the SDRS settings that should go into effect at the start of the days and times you specified in the previous step.


For example, you could set Automation Level to Manual and deselect Enable I/O Metric For SDRS Recommendations. Click Next when you’ve set the desired values.

 

8. Provide another description and select the SDRS settings you want to go into effect at the end of the days and times you selected in step 6.


To make it easier to go back to the original settings, VMware has included a check box labeled Restore Settings To The Original Configuration. Select that option and then click Next.

 

9. Review the settings. Click Finish if they are correct; otherwise, use the Back button or the hyperlinks on the left to go back and make any desired changes.




 

After you complete the Create SDRS Schedule Task Wizard, a new set of entries appears in the list of SDRS Scheduling, as illustrated in Figure 12.35.
 


Figure 12.35 SDRS scheduling entries allow you to automatically change the settings for SDRS on certain days and at certain times.
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The ability to have SDRS be configured differently at different times or on different days is a powerful feature that will let vSphere administrators customize SDRS behaviors to best suit their environments. SDRS rules are another tool that provide administrators with more control over how SDRS handles VMs and virtual disks, as you’ll see in the next section.
 

Creating Storage DRS Rules
 

Just as vSphere DRS has affinity and anti-affinity rules, SDRS offers vSphere administrators the ability to create VMDK anti-affinity and VM anti-affinity rules. These rules modify the behavior of SDRS to ensure that specific VMDKs are always kept separate (VMDK anti-affinity rule) or that all the virtual disks from certain VMs are kept separate (VM anti-affinity rule).
 

Perform these steps to create an SDRS VMDK anti-affinity or SDRS VM anti-affinity rule:
 


1. In the vSphere Client, navigate to the Datastores And Datastore Clusters inventory view.


2. Right-click a datastore cluster and select Edit Settings.


You can also use the Edit Settings command on the Summary tab of the datastore cluster.

 

3. Select Rules.


4. Click Add to add a rule.


5. In the Rule dialog box, supply a name for the rule you are creating.


6. From the Type drop-down box, select VMDK Anti-Affinity or VM Anti-Affinity, depending on which type of rule you want to create.


For the purposes of this procedure, select VMDK Anti-Affinity Rule.

 

7. Click Add to select the virtual disks that you want to include in this rule.


8. To select the virtual disks in this rule, you must first select a VM.


In the Virtual Disks dialog box, click Select Virtual Machine and select the specific VM that has at least two virtual disks you want to keep on separate datastores. After selecting the desired VM in the Virtual Machines dialog box, click OK to return to the Virtual Disks dialog box.

 

9. In the Virtual Disks dialog box, select the specific virtual disks that you want included in the rule, as shown in Figure 12.36, and then click OK.


10. Click OK in the Rule dialog box to complete the creation of the SDRS anti-affinity rule.


You might receive a warning dialog box, like the one shown in Figure 12.37, letting you know that the anti-affinity rule you are creating will override the values in the Virtual Machine Settings area (see the section “Setting Storage DRS Virtual Machine Settings” for more information).

 


Figure 12.36 An SDRS VMDK anti-affinity rule allows you to specify particular virtual disks for a VM that should be kept on separate datastores in a datastore cluster.
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Figure 12.37 This warning indicates that the rule you’ve created will override per-VM SDRS settings.
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Normally, Storage DRS runs an evaluation every eight hours (this can be adjusted; refer back to the “Modifying the Storage DRS Runtime Behavior” section). At the next evaluation, Storage DRS will include the new anti-affinity rule in the evaluation. If you want to invoke SDRS immediately, the Storage DRS tab of the datastore cluster, shown in Figure 12.38, offers the option to invoke SDRS immediately using the Run Storage DRS link in the upper-right corner.
 


Figure 12.38 Use the Run Storage DRS link to invoke SDRS on demand.
 

[image: 12.38]

 

You might have noticed that there is no user interface for creating affinity rules; for example, rules to keep VMs or VMDKs on the same datastore. There is a way to configure this, but it’s configured in a different area of the Storage DRS configuration, as you’ll see in the next section.
 

Setting Storage DRS Virtual Machine Settings
 

Administrators can use anti-affinity rules to keep VMs or VMDKs on separate datastores, but as you’ve already seen, there is no way to create affinity rules. Instead of requiring you to create affinity rules to keep the virtual disks for a VM together, vSphere offers a simple check box in the Virtual Machine Settings area of the datastore cluster properties.
 

Figure 12.39 shows the Virtual Machine Settings area for a datastore cluster. To configure Storage DRS to keep all disks for a VM together, check the boxes in the Keep VMDKs Together column. You’ll note in Figure 12.39 that one VM (win2k8r2-03) is unchecked; this is the VM for which we configured an anti-affinity rule. Because we configured a VMDK anti-affinity rule, that rule overrides the setting here in the Virtual Machine Settings area. This is the result of the warning shown to you in Figure 12.37.
 


Figure 12.39 The Virtual Machine Settings area shows which VMs will have their VMDKs kept together by SDRS.
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As you can see, SDRS has a tremendous amount of flexibility built into it to allow vSphere administrators to harness the power of SDRS by tailoring its behavior to best suit their specific environments.
 

In the next chapter, I’ll move into a review and discussion of monitoring and alarms and show what tools or features VMware vSphere offers administrators in the realm of performance monitoring.
 

The Bottom Line
 

Configure and execute vMotion.


vMotion is a feature that allows running VMs to be migrated from one physical ESXi host to another physical ESXi host with no downtime to end users. To execute vMotion, both the ESXi hosts and the VMs must meet specific configuration requirements. In addition, vCenter Server performs validation checks to ensure that vMotion compatibility rules are observed.

 

Master It

 

A certain vendor has just released a series of patches for some of the guest OSes in your virtualized infrastructure. You request an outage window from your supervisor, but your supervisor says to just use vMotion to prevent downtime. Is your supervisor correct? Why or why not?

 

Master It

 

Is vMotion a solution to prevent unplanned downtime?

 

Ensure vMotion compatibility across processor families.


vMotion requires compatible CPU families on the source and destination ESXi hosts in order to be successful. To help alleviate any potential problems resulting from changes in processor families over time, vSphere offers Enhanced vMotion Compatibility (EVC), which can mask differences between CPU families in order to maintain vMotion compatibility.

 

Master It

 

Can you change the EVC level for a cluster while there are VMs running on hosts in the cluster?

 

Configure and manage vSphere Distributed Resource Scheduler.


VMware Distributed Resource Scheduler enables vCenter Server to automate the process of conducting vMotion migrations to help balance the load across ESXi hosts within a cluster. DRS can be as automated as desired, and vCenter Server has flexible controls for affecting the behavior of DRS as well as the behavior of specific VMs within a DRS-enabled cluster.

 

Master It

 

You want to take advantage of vSphere DRS to provide some load balancing of virtual workloads within your environment. However, because of business constraints, you have a few workloads that should not be automatically moved to other hosts using vMotion. Can you use DRS? If so, how can you prevent these specific workloads from being affected by DRS?

 

Use Storage vMotion.


Just as vMotion is used to migrate running VMs from one ESXi host to another, Storage vMotion is used to migrate the virtual disks of a running VM from one datastore to another. You can also use Storage vMotion to convert between thick and thin virtual disk types.

 

Master It

 

A fellow administrator is trying to migrate a VM to a different datastore and a different host, but the option is disabled (grayed out). Why?

 

Master It

 

Name two features of Storage vMotion that would help administrators cope with storage-related changes in their vSphere environment.

 

Configure and manage Storage DRS.


Building on Storage vMotion just as vSphere DRS builds on vMotion, Storage DRS brings automation to the process of balancing storage capacity and I/O utilization. Storage DRS uses datastore clusters and can operate in manual or Fully Automated mode. Numerous customizations exist — such as custom schedules, VM and VMDK anti-affinity rules, and threshold settings — to allow administrators to fine-tune the behavior of Storage DRS for their specific environments.

 

Master It

 

Name the two ways in which an administrator is notified that a Storage DRS recommendation has been generated.

 

Master It

 

What is a potential disadvantage of using drag and drop to add a datastore to a datastore cluster?

 


  
Chapter 13
 

Monitoring VMware vSphere Performance
 

The monitoring of VMware vSphere should be a combination of proactive benchmarking and reactive alarm-based actions. vCenter Server provides both methods to help the administrator keep tabs on each of the VMs and hosts as well as the hierarchical objects in the inventory. Using both methods ensures that the administrator is not caught unaware of performance issues or lack of capacity.
 

vCenter Server provides some exciting new features for monitoring your VMs and hosts, such as expanded performance views and charts, and it greatly expands the number and types of alarms available by default. Together, these features make it much easier to manage and monitor VMware vSphere performance.
 

In this chapter, you will learn to
 

 

 
	Use alarms for proactive monitoring
 

 
	Work with performance graphs
 

 
	Gather performance information using command-line tools
 

 
	Monitor CPU, memory, network, and disk usage by ESXi hosts and VMs
 


 

Overview of Performance Monitoring
 

Monitoring performance is a key part of every vSphere administrator’s job. Fortunately, vCenter Server provides a number of ways to get insight into the behavior of the vSphere environment and the VMs running within that environment.
 

The first tool vCenter Server provides is its alarms mechanism. Alarms can be attached to just about any object within vCenter Server and provide an ideal way to proactively alert the vSphere administrator about potential performance concerns or resource usage. I’ll discuss alarms in detail in the section “Using Alarms.”
 

Another tool that vCenter Server provides is the Resources pane on the Summary tab of ESXi hosts and VMs. The Resources pane provides quick “at-a-glance” information on resource usage. This information can be useful as a quick barometer of performance, but for more detailed performance information, you will have to dive deeper into the vCenter tools that I’ll discuss later in this chapter.
 

Another tool that provides an at-a-glance performance summary is the Virtual Machines tab, found on vCenter Server objects, datacenter objects, cluster objects, and ESXi hosts. Figure 13.1 shows the Virtual Machines tab of a cluster object. This tab provides an overview of general performance and resource usage. This information includes CPU utilization, memory usage, and storage space utilized. As with the Resources pane, this information can be useful, but it is quite limited. However, keep in mind that a quick trip here might help you isolate the one VM that could be causing performance issues for the ESXi host on which it is running.
 


Figure 13.1 The Virtual Machines tab of a cluster object offers a quick look at VM CPU and memory usage.
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For ESXi clusters, resource pools and VMs, another tool you can use is the Resource Allocation tab. The Resource Allocation tab provides a picture of how CPU and memory resources are being used for the entire pool. This high-level method of looking at resource usage is useful for analyzing overall infrastructure utilization. This tab also provides an easy way of adjusting individual VMs or resource pool reservations, limits, and/or shares without editing each object independently.
 

vCenter Server also offers a powerful, in-depth tool found on the Performance tab that provides a mechanism for creating graphs that depict the actual resource consumption over time for a given ESXi host or VM. The graphs provide historical information and can be used for trend analysis. vCenter Server provides many objects and counters to analyze the performance of a single VM or host for a selected interval. The Performance tab and the graphs are powerful tools for isolating performance considerations, and I discuss them in greater detail in the section “Working with Performance Graphs.”
 

VMware also provides resxtop for an in-depth view of all the counters available in vSphere to help isolate and identify problems in the hypervisor. resxtop runs only inside the vSphere Management Assistant (vMA). I’ll take a look at resxtop later in this chapter in the section “Working with resxtop.”
 

Finally, I’ll take the various tools that I’ve discussed and show how to use them to monitor the four major resources in a vSphere environment: CPU, memory, network, and storage.
 

Let’s get started with a discussion of alarms.
 

Using Alarms
 

In addition to using the graphs and high-level information tabs, the administrator can create alarms for VMs, hosts, networks, and datastores based on predefined triggers provided with vCenter Server. Depending on the object, these alarms can monitor resource consumption or the state of the object and alert the administrator when certain conditions have been met, such as high resource usage or even low resource usage. These alarms can then provide an action that informs the administrator of the condition by email or SNMP trap. An action can also automatically run a script or provide other means to correct the problem the VM or host might be experiencing.
 

In vSphere 4 the number of alarms had been extended considerably compared to earlier versions. In vSphere 5 only a few alarms and condition checks have been added. As you can see in Figure 13.2, the alarms that come with vCenter Server are defined at the topmost object, the vCenter Server object.
 


Figure 13.2 The default alarms for objects in vCenter Server are defined on the vCenter Server object itself.
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These default alarms are usually generic in nature. Some of the predefined alarms alert the administrator if any of the following situations occur:
 

 

 
	A host’s storage status, CPU status, voltage, temperature, or power status changes
 

 
	A cluster experiences a vSphere High Availability (HA) error
 

 
	A datastore runs low on free disk space
 

 
	A VM’s CPU usage, memory usage, disk latency, or even fault tolerance status changes
 


 

In addition to the small sampling of predefined alarms I’ve just described, there are many more, and VMware has enabled users to create alarms on just about any object within vCenter Server. This greatly increases the ability of vCenter Server to proactively alert administrators to changes within the virtual environment before a problem develops.
 

Because the default alarms are likely too generic for your administrative needs, creating your own alarms is often necessary. Before showing you how to create an alarm, though, I need to first discuss the concept of alarm scopes. Once I’ve discussed alarm scopes, I’ll walk you through creating a few alarms.
 

Understanding Alarm Scopes
 

When you create alarms, one thing to keep in mind is the scope of the alarm. In Figure 13.2, you saw the default set of alarms that are available in vCenter Server. These alarms are defined at the vCenter Server object and thus have the greatest scope — they apply to all objects managed by that vCenter Server instance. It’s also possible to create alarms at the datacenter level, the cluster level, the host level, or even the VM level. This allows you, the vSphere administrator, to create specific alarms that are limited in scope and are intended to meet specific monitoring needs.
 

When you define an alarm on an object, that alarm applies to all objects beneath that object in the vCenter Server hierarchy. The default set of alarms that VMware provides with vCenter Server is defined at the vCenter Server object and therefore applies to all objects — datacenters, hosts, clusters, datastores, networks, and VMs — managed by that instance of vCenter Server. If you were to create an alarm on a resource pool, then the alarm would apply only to VMs found in that resource pool. Similarly, if you were to create an alarm on a specific VM, that alarm would apply only to that specific VM.
 

Alarms are also associated with specific types of objects. For example, some alarms apply only to VMs, while other alarms apply only to ESXi hosts. You’ll want to use this filtering mechanism to your advantage when creating alarms. For example, if you needed to monitor a particular condition on all ESXi hosts, you could define a host alarm on the datacenter or vCenter Server object, and it would apply to all ESXi hosts but not to any VMs.
 

It’s important that you keep these scoping effects in mind when defining alarms so that your new alarms work as expected. You don’t want to inadvertently exclude some portion of your vSphere environment by creating an alarm at the wrong point in your hierarchy or by creating the wrong type of alarm.
 

Now you’re ready to look at actually creating alarms.
 

Creating Alarms
 

As you’ve already learned, there are many different types of alarms that administrators might want to create. These could be alarms that monitor resource consumption — such as how much CPU time a VM is consuming or how much RAM an ESXi host has allocated — or these alarms could monitor for specific events, such as whenever a specific distributed virtual port group is modified. In addition, you’ve already learned that alarms can be created on a variety of different objects within vCenter Server. Regardless of the type of alarm or the type of object to which that alarm is attached, the basic steps for creating an alarm are the same. In the following sections, I’ll walk you through creating a couple of different alarms so that you have the opportunity to see the options available to you.
 

Creating a Resource Consumption Alarm
 

First, let’s create an alarm that monitors resource consumption. As I discussed in Chapter 9, “Creating and Managing Virtual Machines,” vCenter Server supports VM snapshots. These snapshots capture a VM at a specific point in time, allowing you to roll back (or revert) to that state later. However, snapshots require additional space on disk, and monitoring disk space usage by snapshots is an important task. In vSphere, vCenter Server offers the ability to create an alarm that monitors VM snapshot space.
 

Before you create a custom alarm, though, you should ask yourself a couple of questions. First, is there an existing alarm that already handles this task for you? Browsing the list of predefined alarms available in vCenter Server shows that although some storage-related alarms are present, there is no alarm that monitors snapshot disk usage. Second, if you’re going to create a new alarm, where is the appropriate place within vCenter Server to create that alarm? This refers to the earlier discussion of scope: on what object should you create this alarm so that it is properly scoped and will alert you only under the desired conditions? In this particular case, you’d want to be alerted to any snapshot space usage that exceeds your desired threshold, so a higher-level object such as the datacenter object or even the vCenter Server object would be the best place to create the alarm.
 

Perform the following steps to create an alarm that monitors VM snapshot disk space usage for all VMs in a datacenter:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.



You Must Use vCenter Server for Alarms

 

You can’t create alarms by connecting directly to an ESXi host; vCenter Server provides the alarm functionality. You must connect to a vCenter Server instance in order to work with alarms.

 




 

2. Navigate to an inventory view, such as Hosts And Clusters or VMs And Templates.


You can use the menu bar, the navigation bar, or the appropriate keyboard shortcut.

 

3. Right-click the datacenter object and select Alarm → Add Alarm.


4. On the General tab in the Alarm Settings dialog box, enter an alarm name and alarm description.


5. Select Virtual Machine from the Monitor drop-down list.


6. Be sure that the radio button marked Monitor For Specific Conditions Or State, For Example, CPU Usage, Power State is selected.


7. On the Triggers tab, click the Add button to add a new trigger.


8. Set Trigger Type to VM Snapshot Size (GB). For this alarm, you’re interested in snapshot size only, but these other triggers are available: 
 

 
	VM Memory Usage (%)

 
	VM Network Usage (kbps)

 
	VM State

 
	VM Heartbeat

 
	VM Snapshot Size (GB)

 
	VM CPU Ready Time (ms)



 



9. Ensure that the Condition column is set to Is Above.


10. Set the value in the Warning column to 1.





  





































































11. Set the value in the Alert column to 2.


Figure 13.3 shows the Triggers tab after changing the Warning and Alert values.

 

12. On the Reporting tab, leave both the Range value at 0 and the Frequency value at 0.


This ensures that the alarm is triggered at the threshold values you’ve specified and instructs vCenter Server to alert you every time the thresholds are exceeded.

 


Caution: Counter Values Will Vary!

 

The Is Above condition is selected most often for identifying a VM, host, or datastore that exceeds a certain threshold. The administrator decides what that threshold should be and what is considered abnormal behavior (or at least interesting enough behavior to be monitored). For the most part, monitoring across ESXi hosts and datastores will be consistent. For example, administrators will define a threshold that is worthy of being notified about—such as CPU, memory, or network utilization—and configure an alarm across all hosts for monitoring that counter. Similarly, administrators may define a threshold for datastores, such as the amount of free space available, and configure an alarm across all datastores to monitor that metric.

 

However, when looking at VM monitoring, it might be more difficult to come up with a single baseline that works for all VMs. Specifically, think about enterprise applications that must perform well for extended periods of time. For these types of scenarios, administrators will want custom alarms for earlier notifications of performance problems. This way, instead of reacting to a problem, administrators can proactively try to prevent problems from occurring.

 

For VMs with similar functions like domain controllers and DNS servers, it might be possible to establish baselines and thresholds covering all such infrastructure servers. In the end, the beauty of vCenter Server’s alarms is in the flexibility to be as customized and as granular as each individual organization needs.

 




 

13. On the Actions tab, specify any additional actions that should be taken when the alarm is triggered.


Some of the actions that can be taken include the following: 
 

 
	Send a notification email.

 
	Send a notification trap via SNMP.

 
	Change the power state on a VM.

 
	Migrate a VM.



 


 

If you leave the Actions tab empty, then the alarm will alert administrators only within the vSphere Client. For now, leave the Actions tab empty.

 


Configuring vCenter Server for Email and SNMP Notifications

 

To have vCenter Server send an email for a triggered alarm, you must configure vCenter Server with an SMTP server. To configure the SMTP server, from the vSphere Client choose the Administration menu, and then select vCenter Server Settings. Click Mail in the list on the left, and then supply the SMTP server and the sender account. I recommend using a recognizable sender account so that when you receive an email, you know it came from the vCenter Server computer. You might use something like vcenter-alerts@v12nlab.net

 

Similarly, to have vCenter Server send an SNMP trap, you must configure the SNMP receivers in the same vCenter Server Settings dialog box under SNMP. You may specify from one to four management receivers to monitor for traps.

 




 

14. Click OK to create the alarm.




 


Figure 13.3 On the Triggers tab, define the conditions that cause the alarm to activate.
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The alarm is now created. To view the alarm you just created, select the datacenter object from the inventory tree on the left, and then click the Alarms tab on the right. Select Definitions instead of Triggered Alarms, and you’ll see your new alarm listed, as shown in Figure 13.4.
 


Figure 13.4 The Defined In column shows where an alarm was defined.
 

[image: 13.4]

 

Using Range and Frequency with Alarms
 

Let’s create another alarm. This time you’ll create an alarm that takes advantage of the Range and Frequency parameters on the Reporting tab. With the VM snapshot alarm, these parameters didn’t really make any sense; all you really needed was just to be alerted when the snapshot exceeded a certain size. With other types of alarms, it may make sense to take advantage of these parameters.
 

The Range parameter specifies a tolerance percentage above or below the configured threshold. For example, the built-in alarm for VM CPU usage specifies a warning threshold of 75 percent but specifies a range of 0. This means that the trigger will activate the alarm at exactly 75 percent. However, if the Range parameter were set to 5 percent, then the trigger would not activate the alarm until 80 percent (75 percent threshold + 5 percent tolerance range). This helps prevent alarm states from transitioning because of false changes in a condition by providing a range of tolerance.
 

The Frequency parameter controls the period of time during which a triggered alarm is not reported again. Using the built-in VM CPU usage alarm as our example, the Frequency parameter is set, by default, to five minutes. This means that a VM whose CPU usage triggers the activation of the alarm won’t get reported again — assuming the condition or state is still true — for five minutes.
 

With that information in mind, let’s walk through another example of creating an alarm.
 

Perform the following steps to create an alarm that is triggered based on VM network usage:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to an inventory view, such as Hosts And Clusters or VMs And Templates.


3. Select the datacenter object from the inventory tree on the left.


4. Select the Alarms tab from the content pane on the right.


5. Select the Definitions button just below the tab bar to show alarm definitions instead of triggered alarms.


6. Right-click a blank area of the content pane on the right, and select New Alarm.


7. Supply an alarm name and description.


8. Set the Monitor drop-down list to Virtual Machines.


9. Select the radio button marked Monitor For Specific Conditions Or State, For Example, CPU Usage, Power State.


10. On the Triggers tab, click Add to add a new trigger.


11. Set the Trigger Type column to VM Network Usage (kbps).


12. Set Condition to Is Above.


13. Set the value of the Warning column to 500, and leave the Condition Length setting at five minutes.


14. Set the value of the Alert column to 1000, and leave the Condition Length setting at five minutes.


15. On the Reporting tab, set Range to 10 percent, and set the Frequency parameter to five minutes.


16. Don’t add anything on the Actions tab. Click OK to create the alarm.




 


Alarms on Other vCenter Server Objects

 

Although the two alarms you’ve created so far have been specific to VMs, the process is similar for other types of objects within vCenter Server.

 




 

Alarms can have more than just one trigger condition. The alarms you’ve created so far had only a single trigger condition. For an example of an alarm that has more than one trigger condition, look at the built-in alarm for monitoring host connection and power state. Figure 13.5 shows the two trigger conditions for this alarm. Note that the radio button marked Trigger If All Of The Conditions Are Satisfied is selected; it ensures that only powered-on hosts that are not responding will trigger the alarm.
 


Don’t Modify Built-in Alarms

 

Instead of modifying one of the built-in alarms, disable the built-in alarm (using the Enable This Alarm check box at the bottom of the General tab), and create a custom alarm that meets your needs.

 




 


Figure 13.5 You can combine multiple triggers to create more complex alarms.
 

[image: 13.5]

 

It might seem obvious, but it’s important to note that you can have more than one alarm for an object.
 

As with any new alarm, testing its functionality is crucial to make sure you get the desired results. You might find that the thresholds you configured are not optimized for your environment and either are not activating the alarm when they should or are activating the alarm when they shouldn’t. In these cases, edit the alarm to set the thresholds and conditions appropriately. Or, if the alarm is no longer needed, right-click the alarm, and choose Remove to delete the alarm.
 

You’ll be able to edit or delete alarms only if two conditions are met. First, the user account with which you’ve connected to vCenter Server must have the appropriate permissions granted in order to edit or delete alarms. Second, you must be attempting to edit or delete the alarm from the object on which it was defined. Think back to my discussion on alarm scope, and this makes sense. You can’t delete an alarm from the datacenter object when that alarm was defined on the vCenter Server object. You must go to the object where the alarm was defined in order to edit or delete the alarm.
 

Now that you’ve seen some examples of creating alarms — and keep in mind that creating alarms for other objects within vCenter Server follows the same basic steps — let’s take a look at managing alarms.
 

Managing Alarms
 

Several times so far in this chapter I’ve directed you to the Alarms tab within the vSphere Client. Up until now, you’ve been working with the Definitions view of the Alarms tab, looking at defined alarms. There is, however, another view to the Alarms tab, and that’s the Triggered Alarms view. Figure 13.6 shows the Triggered Alarms view, which you access using the Triggered Alarms button just below the tab bar.
 


Figure 13.6 The Triggered Alarms view shows the alarms that vCenter Server has activated.
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The Triggered Alarms view shows all the activated alarms for the selected object and all child objects. In Figure 13.6, the datacenter object was selected, so the Triggered Alarms view shows all activated alarms for all the objects under the datacenter. In this instance, the Triggered Alarms view shows four alarms: one host alarm and three VM alarms.
 


Getting to the Triggered Alarms View Quickly

 

The vSphere Client provides a handy shortcut to get to the Triggered Alarms view for a particular object quickly. When an object has at least one triggered alarm, small icons appear in the upper-right corner of the content pane for that object. You can see these icons in Figure 13.6. Clicking these icons takes you to the Triggered Alarms view for that object.

 




 

However, if only the VM had been selected, the Triggered Alarms view on the Alarms tab for that VM would show only the two activated alarms for that particular VM. This makes it easy to isolate the specific alarms you need to address.
 

After you are in Triggered Alarms view for a particular object, a couple of actions are available to you for each of the activated alarms. For alarms that monitor resource consumption (that is, the alarm definition uses the Monitor For Specific Conditions Or State, For Example, CPU Usage, Power State setting selected under Alarm Type on the General tab), you have the option to acknowledge the alarm. To acknowledge the alarm, right-click the alarm and select Acknowledge Alarm.
 

When an alarm is acknowledged, vCenter Server records the time the alarm was acknowledged and the user account that acknowledged the alarm. As long as the alarm condition persists, the alarm will remain in the Triggered Alarms view but is grayed out. When the alarm condition is resolved, the activated alarm disappears.
 

For an alarm that monitors events (this would be an alarm that has the Monitor For Specific Events Occurring On This Object, For Example, VM Powered On option selected under Alarm Type on the General tab), you can either acknowledge the alarm, as described previously, or reset the alarm status to green by selecting the “clear” option. Figure 13.7 illustrates this option.
 


Figure 13.7 For event-based alarms, you also have the option to reset the alarm status to green.
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Resetting an alarm to green removes the activated alarm from the Triggered Alarms view, even if the underlying event that activated the alarm hasn’t actually been resolved. This behavior makes sense if you think about it. Alarms that monitor events are merely responding to an event being logged by vCenter Server; whether the underlying condition has been resolved is unknown. So, resetting the alarm to green just tells vCenter Server to act as if the condition has been resolved. Of course, if the event occurs again, the alarm will be triggered again.
 

Now that we’ve looked at alarms for proactive performance monitoring, let’s move on to using vCenter Server’s performance graphs to view even more information about the behavior of VMs and ESXi hosts in your vSphere environment.
 

Working with Performance Graphs
 

Alarms are a great tool for alerting administrators of specific conditions or events, but alarms don’t provide the detailed information that administrators sometimes need. This is where vCenter Server’s performance graphs come in. vCenter Server has many new and updated features for creating and analyzing graphs. Without these graphs, analyzing the performance of a VM would be nearly impossible. Installing agents inside a VM will not provide accurate details about the server’s behavior or resource consumption. The reason for this is elementary: a VM is configured only with virtual devices. Only the VMkernel knows the exact amount of resource consumption for any of those devices because it acts as the arbitrator between the virtual hardware and the physical hardware. In most virtual environments, the VM’s virtual devices can outnumber the actual physical hardware devices, necessitating the complex sharing and scheduling abilities in the VMkernel.
 

By clicking the Performance tab for a datacenter, cluster, host, or VM, you can learn a wealth of information. Before you use these graphs to help analyze resource consumption, we need to talk about performance graphs and legends. I’ll start by covering the two different layouts available in performance graphs: the Overview layout and the Advanced layout.
 

Overview Layout
 

The Overview layout is the default view when you access the Performance tab. Figure 13.8 shows you the Overview layout of the Performance tab for an ESXi host. Note the horizontal and vertical scrollbars; there’s a lot more information here than the vSphere Client can fit in a single screen.
 


Figure 13.8 The Overview layout provides information on a range of performance counters.
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At the top of the Overview layout are options to change the view or to change the time range. The contents of the View drop-down list change depending on the object you select in the vSphere Client. Table 13.1 lists the different options available, depending on what type of object you select in the vSphere Client.
 

Table 13.1 View options on the Performance tab
 


	If You Are Viewing the Performance Tab for This Kind of Object…
	The View Drop-down List Contains These Options:



	Datacenter
	Clusters, Storage


	Cluster
	Home, Resource Pools & Virtual Machines, Hosts


	Resource Pool
	Home, Resource Pools & Virtual Machines


	Host
	Home, Virtual Machines


	Virtual Machine
	Home, Storage



 

Next to the View drop-down list is an option to change the time range for the data currently displayed in the various performance graphs. This allows you to set the time range to a day, a week, a month, or a custom value.
 

In the upper-right corner of the Overview layout, you’ll see a button for refreshing the display and a button for getting help.
 

Below the gray title bar (where you’ll find the View and Time Range drop-down lists, the Refresh button, and the Help button) are the actual performance graphs. The layout and the graphs that are included vary based on the object selected and the option chosen in the View drop-down list. I don’t have the room here to list all of them, but a couple of them are shown in Figure 13.9 and Figure 13.10. I encourage you to explore a bit and find the layouts that work best for you.
 


Figure 13.9 The Virtual Machines view of the Performance tab for an ESXi Host in Overview layout offers both per-VM and summary information.
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Figure 13.10 The Storage view of the Performance tab for a VM in Overview layout displays a breakdown of storage utilization.
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The Overview layout works well if you need a broad overview of the performance data for a datacenter, cluster, resource pool, host, or VM. But what if you need more specific data in a more customizable format? The Advanced layout is the answer, as you’ll see in the next section.
 

Advanced Layout
 

Figure 13.11 shows the Advanced layout of the Performance tab for a cluster of ESXi hosts. Here, in the Advanced layout, is where the real power of vCenter Server’s performance graphs is made available to you.
 


Figure 13.11 The Advanced layout of the Performance tab provides much more extensive controls for viewing performance data.
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Starting from the top left, you’ll see the name of the object being monitored. Just below that is the type of the chart and the time range. The Chart Options link provides access to customize settings for the chart. To the right, you’ll find a drop-down list to quickly switch graph settings, followed by buttons to print the chart, refresh the chart, save the chart, or view the chart as a pop-up chart. The Print button allows you to print the chart; the Save button allows you to export the chart as a JPEG, BMP, GIF, PNG graphic, or XLS document. I’ll discuss this functionality in the section “Saving Performance Graphs.” The Refresh button refreshes the data. The Pop-up button opens the chart in a new window. This allows you to navigate elsewhere in the vSphere Client while still keeping a performance graph open in a separate window. Pop-up charts also make it easy to compare one ESXi host or VM with another host or VM. On each side of the graph are units of measurement. In Figure 13.11, the counters selected are measured in percentages and megahertz. Depending on the counters chosen, there may be only one unit of measurement but no more than two. Next, on the horizontal axis, is the time interval. Below that, the Performance Chart Legend provides color-coded keys to help the user find a specific object or item of interest. This area also breaks down the graph into the object being measured; the measurement being used; the units of measure; and the Latest, Maximum, Minimum, and Average measurements recorded for that object.
 

Hovering the mouse pointer over the graph at a particular recorded interval of interest displays the data points at that specific moment in time.
 

Another nice feature of the graphs is the ability to emphasize a specific object so that it is easier to pick out this object from the other objects. By clicking the specific key at the bottom, the key and its color representing a specific object will be emphasized, while the other keys and their respective colors become lighter and less visible. For simple charts such as the one shown previously in Figure 13.11, this might not be very helpful. For busier charts with many performance counters, this feature is very useful.
 

Now that you have a feel for the Advanced layout, take a closer look at the Chart Options link. This link exposes vCenter Server’s functionality in creating highly customized performance graphs. Figure 13.12 shows the Customize Performance Chart dialog box. This dialog box is the central place where you will come to customize vCenter Server’s performance graphs. From here, you select the counters to view, the time ranges, and the kind of graph (line graph or stacked graph) to display.
 


Figure 13.12 The Customize Performance Chart dialog box offers tremendous flexibility to create exactly the performance graph you need.
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Because there is so much information available in the Customize Performance Chart dialog box, I’ve grouped the various options and types of information into the sections that follow.
 

Choosing a Resource Type
 

On the left side of the Customize Performance Chart dialog box (shown in Figure 13.12), you can choose which resource (Cluster Services, CPU, Datastore, Disk, Host Based Replication, Memory, Network, Power, Storage Adapter, Storage Path, or System) VM to monitor or analyze. The actual selections available in this area change depending on the type of object that you have selected in vCenter Server. That is, the options available when viewing the Performance tab for an ESXi host are different from the options available when viewing the Performance tab of a VM, a cluster, or a datacenter.
 

Within each of these resources, different objects and counters are available. Be aware that other factors affect what objects and counters are available to view; for example, in some cases the real-time interval shows more objects and counters than other intervals. The next few sections list the various counters that are available for the different resource types in the Customize Performance Chart dialog box.
 

If a particular counter is new to you, click it to highlight the counter. At the bottom of the dialog box, in a section called Counter Description, you’ll see a description of the counter. This can help you determine which counters are most applicable in any given situation.
 

Setting a Custom Interval
 

Within each of the resource types, you have a choice of intervals to view. Some objects offer a Real-Time option; this option shows what is happening with that resource right now. The others are self-explanatory. The Custom option allows you to specify exactly what you’d like to see on the performance graph. For example, you could specify that you’d like to see performance data for the last eight hours. Having all of these interval options allows you to choose exactly the right interval necessary to view the precise data you’re seeking.
 

Viewing CPU Performance Information
 

If you select the CPU resource type in the Chart Options section of the Customize Performance Chart dialog box, you can choose what specific objects and counters you’d like to see in the performance graph. Note that the CPU resource type is not available when viewing the Performance tab of a datacenter object (DC). It is available for clusters (CL), ESXi hosts (ESXi), resource pools (RP), and individual virtual machines (VMs).
 

Table 13.2 lists the most important objects and counters available for CPU performance information. A complete list of all CPU performance information can be found at www.sybex.com/go/masteringvsphere5.
 

Table 13.2 Available CPU performance counters
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Quite a bit of CPU performance information is available. In the section “Monitoring CPU Usage” I’ll discuss how to use these CPU performance objects and counters to monitor CPU usage.
 

Viewing Memory Performance Information
 

If you select the Memory resource type in the Chart Options section of the Customize Performance Chart dialog box, different objects and counters are available for display in the performance graph. The Memory resource type is not available when viewing the Performance tab of a datacenter object. It is available for clusters, ESXi hosts, resource pools, and individual VMs.
 

Table 13.3 lists the most important objects and counters available for memory performance information. A complete list of all memory performance information can be found at www.sybex.com/go/masteringvsphere5.
 

Table 13.3 Available Memory performance counters
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In the section “Monitoring Memory Usage” you’ll get the opportunity to use these different objects and counters to monitor how ESXi and VMs are using memory.
 

Viewing Disk Performance Information
 

Disk performance is another key area that vSphere administrators need to monitor. Table 13.4 shows you the most important objects and counters available for disk performance information. A complete list of all disk performance information can be found at www.sybex.com/go/masteringvsphere5.
 

Table 13.4 Available Disk performance counters
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Note that these counters aren’t supported for datacenters, clusters, and resource pools, but they are supported for ESXi hosts and VMs. Not all counters are visible in all display intervals.
 

You’ll use these counters in the section “Monitoring Disk Usage,” later in this chapter.
 

Viewing Network Performance Information
 

To monitor network performance, the vCenter Server performance graphs cover a wide collection of performance counters. Network performance counters are available only for ESXi hosts and VMs; they are not available for datacenter objects, clusters, or resource pools.
 

Table 13.5 shows the most important objects and counters available for network performance information. A complete list of all network performance information can be found at www.sybex.com/go/masteringvsphere5.
 

Table 13.5 Available Network performance counters
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You’ll use these network performance counters in the “Monitoring Network Usage” section later in this chapter.
 

Viewing System Performance Information
 

ESXi hosts and VMs also offer some performance counters in the System resource type. Datacenters, clusters, and resource pools do not support any system performance counters.
 

Table 13.6 lists the most important objects and counters available for system performance information. A complete list of all system performance information can be found at www.sybex.com/go/masteringvsphere5.
 

Table 13.6 Available System performance counters
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The majority of these counters are valid only for ESXi hosts, and they all center on how resources are allocated or how the ESXi host itself is consuming CPU resources or memory.
 

Viewing Datastore Performance Information
 

Monitoring datastore performance allows you to see the performance of the whole datastore instead of using disk counters per VM. Datastore performance counters are available only for ESXi hosts and VMs; they are not available for datacenter objects, clusters, or resource pools.
 

Table 13.7 shows the most important objects and counters available for datastore performance information. A complete list of all datastore performance information can be found at www.sybex.com/go/masteringvsphere5.
 

Table 13.7 Available Datastore performance counters
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Viewing Storage Path Performance Information
 

Storage Path performance is one of the new sections with performance counters that help you troubleshoot storage path problems. Storage Path counters are available only for ESXi; they are not available for datacenter objects, clusters, VMs or resource pools.
 

Table 13.8 shows the objects and counters available for storage path performance information.
 

Table 13.8 Available Storage Path performance counters
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Viewing Other Performance Counters
 

These are the other available performance counter types:
 

 

 
	ESXi hosts participating in a cluster also have a resource type of Cluster Services, with two performance counters: CPU Fairness and Memory Fairness. Both of these counters show the distribution of resources within a cluster.
 

 
	The datacenter object contains a resource type marked as Virtual Machine Operations. This resource type contains performance counters that simply monitor the number of times a particular VM operation has occurred. These include VM Power-On Events, VM Power-Off Events, VM Resets, vMotion Operations, and Storage vMotion Operations.
 


 

Managing Chart Settings
 

There’s one more area of the Customize Performance Chart dialog box that I’ll discuss, and that’s the Manage Chart Settings and Save Chart Settings buttons in the lower-right corner.
 

After you’ve gone through and selected the resource type, display interval, objects, and performance counters that you’d like to see in the performance graph, you can save that collection of chart settings using the Save Chart Settings button. vCenter Server prompts you to enter a name for the saved chart settings. After a chart setting is saved, you can easily access it again from the drop-down list at the top of the performance graph Advanced layout. Figure 13.13 shows the Switch To drop-down list, where two custom chart settings — VM Activity and Cluster Resources — are shown. By selecting either of these from the Switch To drop-down list, you can quickly switch to those settings. This allows you to define the performance charts that you need to see and then quickly switch between them.
 


Figure 13.13 You can access saved chart settings from the Switch To drop-down list.
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The Manage Chart Settings button allows you to delete chart settings you’ve saved but no longer need.
 

In addition to offering you the option of saving the chart settings, vCenter Server also allows you to save the graph.
 

Saving Performance Graphs
 

When I first introduced you to the Advanced layout view of the Performance tab, I briefly mentioned the Save button. This button, found in the upper-right corner of the Advanced layout, allows you to save the results of the performance graph to an external file for long-term archiving, analysis, or reporting.
 

When you click the Save button, a standard Windows Save dialog box appears. You have the option of choosing where to save the resulting file as well as the option of saving the chart either as a graphic file or as a Microsoft Excel spreadsheet. If you are going to perform any additional analysis, the option to save the chart data as an Excel spreadsheet is quite useful. The graphics options are useful when you need to put the performance data into a report of some sort.
 

There’s a lot of information exposed via vCenter Server’s performance graphs. I’ll revisit the performance graphs again in the sections on monitoring specific types of resources later in this chapter. First I’ll introduce you to resxtop, your most important tool in gathering performance information.
 

Working with resxtop
 

In addition to alarms and performance graphs, VMware also provides resxtop to help with monitoring performance and resource usage. In early ESX versions a number of tools were available on the service console command line. Later VMware released ESXi and limited the number of commands available directly on the host but developed a special virtual appliance that provides a command-line interface for managing ESX and ESXi hosts called the vSphere Management Assistant (vMA). You can use the vMA to run commands against the ESXi host as if they were run on the console. In ESXi 3.x and ESXi 4.0, getting access to the console was unsupported. With ESXi 4.1 VMware made the console supported, but it is locked and not accessible by default. More commands are available on the console than previous ESXi versions; however, VMware still advises using the vMA for running commands against ESXi hosts.
 

Using resxtop
 

You can also monitor VM performance using a command-line tool named resxtop. A great reason to use resxtop is the immediate feedback it gives you. Using resxtop, you can monitor all four major resource types (CPU, disk, memory, and network) on a particular ESXi host. Figure 13.14 shows some sample output from resxtop.
 

The resxtop command is included with the vMA. Before you can actually view real-time performance data, though, you first have to tell resxtop which remote server you want to use. To launch resxtop and connect to a remote server, enter this command:
 


 

resxtop --server pod-1-blade-7.v12nlab.net



 



 


Figure 13.14
resxtop shows real-time information on CPU, disk, memory, and network utilization.
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You’ll want to replace pod-1-blade-7.v12nlab.net with the appropriate hostname or IP address of the ESXi host to which you want to connect. When prompted, supply a username and password, and then resxtop will launch. Once resxtop is running, you can use single-letter commands to switch among the various views.
 


esxtop Is Only for VMware ESXi Shell

 

It is still possible to run esxtop, which you might know from former ESX versions, in the VMware ESXi shell, but it is highly recommended to use only the VMware vMA.

 




 

Upon launch, resxtop defaults to showing CPU utilization, as illustrated in Figure 13.14. At the top of the screen are summary statistics; below that are statistics for specific VMs and VMkernel processes. To show only VMs, press V. Be aware that resxtop, like many Linux commands, is case sensitive, so you’ll need to be sure to use an uppercase V in order to toggle the display of VMs only.
 

Two CPU counters of interest to view with resxtop are the CPU Used (%USED) and Ready Time (%RDY). You can also see these counters in the VM graphs, but with resxtop they are calculated as percentages. The %RDY counter is also helpful in determining whether you have overallocated CPU resources to the VM. This might be the case if, for example, you’ve allocated two vCPUs to a VM that really needs only a single vCPU. While in CPU mode, you can also press lowercase e to expand a VM’s CPU statistics so that you can see the different components that are using CPU time on behalf of a VM. This is quite useful in determining what components of a VM may be taking up CPU capacity.
 

If you switch away to another resource, press C (uppercase or lowercase) to come back to the CPU counters display. At any time when you are finished with resxtop, you can simply press q (lowercase only) to exit the utility and return to the vMA command prompt.
 


resxtop Shows Single Hosts Only

 

Remember, resxtop shows only a single ESXi host. In an environment where vMotion, vSphere Distributed Resource Scheduler (DRS), and vSphere High Availability (HA) have been deployed, VMs may move around often. It is possible that while you are monitoring a VM it is suddenly moved off the host by a vMotion action. Also be aware of this when capturing performance in batch mode.

 




 


Monitoring Memory Usage with m Memory is one of the most important components of your ESXi host, because this resource is usually one of the first to get exhausted.

 

To monitor memory usage with resxtop, press m (lowercase only). This gives you real-time statistics about the ESXi host’s memory usage in the top portion and the VM’s memory usage in the lower section. As with CPU statistics, you can press V (uppercase only) to show only VMs. This helps you weed out VMkernel resources when you are trying to isolate a problem with a VM. The %ACTV counter, which shows current active guest physical memory, is a useful counter, as are the %ACTVS (slow-moving average for long-term estimates), %ACTVF (fast-moving average for short-term estimates), %ACTVN (prediction of %ACTV at next sampling), and SWCUR (current swap usage) counters.

 

Monitoring Network Statistics with n Networking in a vSphere environment is often taken for granted, but while your environment grows, you’ll learn that keeping an eye on network performance is essential.

 

To monitor network statistics about the vmnics, individual VMs, or VMkernel ports used for iSCSI, VMotion, and NFS, press n (lowercase only). The columns showing network usage include packets transmitted and received and megabytes transmitted and received for each vmnic or port. Also shown in the DNAME column are the vSwitches or dvSwitches and, to the left, what is plugged into them, including VMs, VMkernel, and Service Console ports. If a particular VM is monopolizing the vSwitch, you can look at the amount of network traffic on a specific switch and the individual ports to see which VM is the culprit. Unlike other resxtop views, you can’t use V (uppercase only) here to show only VMs.

 

Monitoring Disk I/O Statistics with d Memory and disk are considered the most important components in your vSphere environment. Where memory is important because it gets exhausted first, disk I/O is often overlooked even though bad disk performance will directly impact the VMs performance.

 

To monitor disk I/O statistics about each of the disk adapters, press d (lowercase only) and press u (lowercase only) for disk devices and v (lowercase only) for disk VM. Like some other views, you can press V (uppercase only) to show only VMs. The columns labeled READS/s, WRITES/s, MBREAD/s, and MBWRTN/s are most often used to determine disk loads. Those columns show loads based on reads and writes per second and megabytes read and written per second.

 



 

The resxtop command also lets you view CPU interrupts by pressing i. This command will show you the device(s) using the interrupt and is a great way to identify VMkernel devices, such as a vmnic, that might be sharing an interrupt with the Service Console. This sort of interrupt sharing can impede performance.
 

Capturing and Playing Back Performance Data with resxtop
 

Another great feature of resxtop is the ability to capture performance data for a short period of time and then play back that data. Using the command vm-support, you can set an interval and duration for the capture.
 

Perform the following steps to capture data to be played back on resxtop:
 


1. Using PuTTY (Windows) or a terminal window (Mac OS X or Linux), open an SSH session to an ESXi host. Note that this requires enabling the ESXi Shell and SSH, both of which are disabled by default.


2. Enter the su – command to assume root privileges.


3. While logged in as root or after switching to the root user, change your working directory to /tmp by issuing the command cd /tmp.


4. Enter the command vm-support -p -i 10 -d 180. This creates a resxtop snapshot, capturing data every 10 seconds, for the duration of 180 seconds.


5. The resulting file is a tarball and is compressed with gzip. You must extract it with the command tar -xzf esx*.tgz. This creates a vm-support directory that is called in the next command.


6. Run resxtop -R /vm-support* to replay the data for analysis.




 

Now that I’ve shown you the various tools (alarms, performance graphs, and resxtop) that you will use to monitor performance in a vSphere environment, let’s go through the four major resources — CPU, RAM, network, and disk — and see how to monitor the usage of these resources.
 

Monitoring CPU Usage
 

When monitoring a VM, it’s always a good starting point to keep an eye on CPU consumption. Many VMs started out in life as underperforming physical servers. One of VMware’s most successful sales pitches is being able to take all those lackluster physical boxes that are not busy and convert them to VMs. Once they are converted, virtual infrastructure managers tend to think of these VMs as simple, lackluster, and low-utilization servers with nothing to worry over or monitor. The truth, though, is quite the opposite.
 

When the server was physical, it had an entire box to itself. Now it must share its resources with many other workloads. In aggregate, they represent quite a load, and if some or many of them become somewhat busy, they contend with each other for the finite capabilities of the ESXi host on which they run. Of course, they don’t know they are contending for resources, since the VMkernel tries to make sure they get the resources they need. Virtual CPUs need to be scheduled, and ESXi does a remarkable job given that there are more VMs than physical processors most of the time. Still, the hypervisor can do only so much with the resources it has, and invariably there comes a time when the applications running in that VM need more CPU time than the host can give.
 

When this happens, it’s usually the application owner who notices first and raises the alarm with the system administrators. Now the vSphere administrators have the task of determining why this VM is underperforming. Fortunately, vCenter Server provides a number of tools that make monitoring and analysis easier. These are the tools you’ve already seen: alarms, performance graphs, and resxtop.
 

Let’s begin with a hypothetical scenario. A help desk ticket has been submitted indicating that an application owner isn’t getting the expected level of performance on a particular server, which in this case is a VM. As the vSphere administrator, you need to first delve deeper into the problem and ask as many questions as necessary to discover what the application owner needs to be satisfied with performance. Some performance issues are subjective, meaning some users might complain about the slowness of their applications, but they have no objective benchmark for such a claim. Other times, this is reflected in a specific benchmark, such as the number of transactions by a database server or throughput for a web server. In this case, our issue revolves around benchmarking CPU usage, so our application is CPU intensive when it does its job.
 


Assessments, Expectations, and Adjustments

 

If an assessment was done prior to virtualizing a server, there might be hard numbers to look at to give some details as to what was expected with regard to minimum performance or a service-level agreement (SLA). If not, the vSphere administrator needs to work with the application’s owner to make more CPU resources available to the VM when needed.

 




 

vCenter Server’s graphs, which you have explored in great detail, are the best way to analyze usage, both short and long term. In this case, let’s assume the help desk ticket describes a slowness issue in the last hour. As you’ve already seen, you can easily create a custom performance graph to show CPU usage over the last hour for a particular VM or ESXi host.
 

Perform the following steps to create a CPU graph that shows data for a VM from the last hour:
 


1. Connect to a vCenter Server instance with the vSphere Client.


2. Navigate to the Hosts And Clusters or VMs And Templates inventory view.


3. In the inventory tree, select a virtual machine.


4. Select the Performance tab from the content pane on the right, and then change the view to Advanced.


5. Click the Chart Options link.


6. In the Customize Performance Chart dialog box, select CPU from the resource type list. Select the Custom interval.


7. Near the bottom of the Chart Options section, change the interval to Last 1 Hour(s).


8. Set the chart type to Line graph.


9. Select the VM itself from the list of objects.


10. From the list of counters, select CPU Usage In MHz (Average) and CPU Ready.


11. Click OK to apply the chart settings.




 


CPU Ready

 

CPU Ready shows how long a VM is waiting to be scheduled on a physical processor. A VM waiting many thousands of milliseconds to be scheduled on a processor might indicate that the ESXi host is overloaded, a resource pool has too tight a limit, or the VM has too few CPU shares (or, if no one is complaining, nothing at all). Be sure to work with the server or application owner to determine an acceptable amount of CPU Ready for any CPU-intensive VM.

 




 

This graph shows CPU utilization for the selected VM, but it won’t necessarily help you get to the bottom of why this particular VM isn’t performing as well as expected. In this scenario, I would fully expect the CPU Usage In MHz (Average) counter to be high; this simply tells you that the VM is using all the CPU cycles it can get. Unless the CPU Ready counters are also high, indicating that the VM is waiting on the host to schedule it onto a physical processor, you still haven’t uncovered the cause of the slowness that triggered the help desk ticket. Instead, you’ll need to move to monitoring host CPU usage.
 

Monitoring a host’s overall CPU usage is fairly straightforward. Keep in mind that other factors usually come into play when looking at spare CPU capacity. Add-ons such as vMotion, vSphere DRS, and vSphere HA directly impact whether there is enough spare capacity on a server or a cluster of servers. Compared to previous versions of ESX, the VMkernel will usually not be as competitive for processor 0 because there are fewer processes to consume CPU time.
 


VMKernel Stuck on 0

 

In older ESX versions, the Service Console was stuck to processor 0 only. It wouldn’t get migrated to other processors even in the face of heavy contention. In ESXi there is no Service Console anymore, but the VMkernel process is still stuck on processor 0.

 




 

Perform the following steps to create a real-time graph for a host’s CPU usage:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to the Hosts And Clusters or VMs And Templates inventory view.


3. In the Inventory tree, select a host.


This shows you the Summary tab.

 

4. Click the Performance tab, and switch to Advanced view.


5. Click the Chart Options link.


6. In the Customize Performance Chart dialog box, select the CPU resource type and the Real-Time display interval.


7. Set Chart Type to Stacked Graph (Per VM).


8. Select all objects.


You should see a separate object for each VM hosted on the selected ESXi host.

 

9. Select the CPU Usage (Average) performance counter.


10. Click OK to apply the chart settings and return to the Performance tab.




 

This chart shows the usage of all the VMs on the selected ESXi host in a stacked fashion. From this view, you should be able to determine whether there is a specific VM or group of VMs that are consuming abnormal amounts of CPU capacity.
 


VMkernel Balancing Act

 

Always remember that on an oversubscribed ESXi host the VMkernel will load balance the VMs based on current loads, reservations, and shares represented on individual VMs and/or resource pools.

 




 

In this scenario, I identified the application within the VM as CPU bound, so these two performance charts should clearly identify why the VM isn’t performing well. In all likelihood, the ESXi host on which the VM is running doesn’t have enough CPU capacity to satisfy the requests of all the VMs. Your solution, in this case, would be to use the resource allocation tools described in Chapter 11, “Managing Resource Allocation,” to ensure that this specific application receives the resources it needs to perform at acceptable levels.
 

Monitoring Memory Usage
 

Monitoring memory usage, whether on a host or a VM, can be challenging. The monitoring itself is not difficult; it’s the availability of the physical resource that can be a challenge. Of the four resources, memory can be oversubscribed without much effort. Depending on the physical form factor chosen to host VMware ESXi, running out of physical RAM is easy to do. Although the blade form factor creates a very dense consolidation effort, the blades are sometimes constrained by the amount of physical memory and network adapters that can be installed. But even with other regular form factors, having enough memory installed comes down to how much the physical server can accommodate and your budget.
 

If you suspect that memory usage is a performance issue, the first step is to isolate whether this is a memory shortage affecting the host (you’ve oversubscribed physical memory and need to add more memory) or whether this is a memory limit affecting only that VM (meaning you need to allocate more memory to this VM or change resource allocation policies). Normally, if the ESXi host is suffering from high memory utilization, the predefined vCenter Server alarm will trigger and alert the vSphere administrator. However, the alarm doesn’t allow you to delve deeper into the specifics of how the host is using memory. For that, you’ll need a performance graph.
 

Perform the following steps to create a real-time graph for a host’s memory usage:
 


1. Connect to a vCenter Server instance with the vSphere Client.


2. Navigate to the Hosts And Clusters inventory view.


3. In the inventory tree, click an ESXi host. This shows you the Summary tab.


4. Click the Performance tab, and switch to Advanced view.


5. Click the Chart Options link.


6. In the Customize Performance Chart dialog box, select the Memory resource type and the Real-Time display interval.


7. Select Line Graph as the chart type. The host will be selected as the only available object.


8. In the Counters area, select the Memory Usage (Average), Memory Overhead (Average), Memory Active (Average), Memory Consumed (Average), Memory Used by VMkernel, and Memory Swap Used (Average).


This should give you a fairly clear picture of how much memory the ESXi host is using.

 

9. Click OK to apply the chart options and return to the Performance tab.




 


Counters, Counters, and More Counters

 

As with VMs, a plethora of counters can be utilized with a host for monitoring memory usage. Which ones you select will depend on what you’re looking for. Straight memory usage monitoring is common, but don’t forget that there are other counters that could be helpful, such as Ballooning, Unreserved, VMkernel Swap, and Shared, just to name a few. The ability to assemble the appropriate counters for finding the right information comes with experience and depends on what is being monitored.

 




 

These counters, in particular the Memory Swap Used (Average) counter, will give you an idea of whether the ESXi host is under memory pressure. If the ESXi host is not suffering from memory pressure and you still suspect a memory problem, then the issue likely lies with the VM.
 

Perform the following steps to create a real-time graph for a VM’s memory usage:
 


1. Use the vSphere client to connect to a vCenter Server instance.


2. Navigate to either the Hosts And Clusters or the VMs And Templates inventory view.


3. In the inventory tree, click a virtual machine. This shows you the Summary tab.


4. Click the Performance tab, and switch to the Advanced view.


5. Click the Chart Options link.


6. In the Customize Performance Chart dialog box, select the Memory resource type and the Real-Time display interval.


7. Select Line Graph as the chart type.


8. In the list of counters, select to show the Memory Usage (Average), Memory Overhead (Average), Memory Consumed (Average), and Memory Granted (Average) counters. This shows memory usage, including usage relative to the amount of memory configured for the VM.


9. Click OK to apply the chart options and return to the Performance tab.




 

From this performance graph, you will be able to tell how much of the memory configured for the VM is actually being used. This might reveal to you that the applications running inside that VM need more memory than the VM has been assigned and that adding more memory to the VM — assuming that there is sufficient memory at the host level — might improve performance.
 

Memory, like CPU, is just one of several different factors that can impact VM performance. Network usage is another area that can impact performance, especially perceived performance.
 

Monitoring Network Usage
 

vCenter Server’s graphs provide a wonderful tool for measuring a VM’s or a host’s network usage.
 

Monitoring network usage requires a slightly different approach than monitoring CPU or memory. With either CPU or memory, reservations, limits, and shares can dictate how much of these two resources can be consumed by any one VM. Network usage cannot be constrained by these mechanisms. Because VMs plug into a VM port group, which is part of a vSwitch on a single host, how the VM interacts with the vSwitch can be manipulated by the virtual switch’s or port group’s policy. For instance, if you need to restrict a VM’s overall network output, you would configure traffic shaping on the port group to restrict the VM to a specific amount of outbound bandwidth. Unless you are using vSphere Distributed Switches or the Nexus 1000V third-party distributed virtual switch, there is no way to restrict VM inbound bandwidth on ESXi hosts.
 


VM Isolation

 

Certain VMs may indeed need to be limited to a specific amount of outbound bandwidth. Servers such as FTP, file and print, or web and proxy servers, or any server whose main function is to act as a file repository or connection broker, may need to be limited or traffic shaped to an amount of bandwidth that allows it to meet its service target but not monopolize the host it runs on. Isolating any of these VMs to a vSwitch of its own is more likely a better solution, but it requires the appropriate hardware configuration.

 




 

To get an idea of how much network traffic is actually being generated, you can measure a VM’s or a host’s output or reception of network traffic using the graphs in vCenter Server. The graphs can provide accurate information on the actual usage or ample information that a particular VM is monopolizing a virtual switch, especially using the Stacked Graph chart type.
 

Perform the following steps to create a real-time graph for a stacked graph of transmitted network usage by each VM on an ESXi host:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to either the Hosts And Clusters inventory view or the VMs And Templates inventory view.


3. In the inventory tree, click an ESXi host. This shows you the Summary tab.


4. Click the Performance tab, and switch to Advanced view.


5. Click the Chart Options link.


6. From the Customize Performance Chart dialog box, select the Network resource type and the Real-Time display interval in the Chart Options area.


7. Select a chart type of Stacked Graph (Per VM).


8. In the objects list, be sure all the VMs are selected.


9. In the list of counters, select the Network Data Transmit Rate counter.


This gives you an idea of how much network bandwidth each VM is consuming outbound on this ESXi host.

 

10. Click OK to apply the changes and return to the Performance tab.




 

What if you wanted a breakdown of traffic on each of the network interface cards (NICs) in the ESXi host, instead of by VM? That’s fairly easily accomplished by another trip back to the Customize Performance Chart dialog box.
 

Perform the following steps to create a real-time graph for a host’s transmitted network usage by NIC:
 


1. Connect to a vCenter Server instance with the vSphere Client.


2. Navigate to the Hosts And Clusters inventory view.


3. In the inventory tree, select an ESXi host. This will show you the Summary tab in the Details section on the right.


4. Select the Performance tab, and switch to Advanced view.


5. Click the Chart Options link.


6. Under Chart Options in the Customize Performance Chart dialog box, select the Network resource type and the Real-Time display interval.


7. Set the chart type to Line Graph.


8. In the objects list, select the ESXi host as well as all the specific NICs.


9. Select the Network Data Transmit Rate and Network Packets Transmitted counters.


10. Click OK to apply the changes and return to the Performance tab.




 

Very much like the previous example for a VM, these two counters will give you a window into how much network activity is occurring on this particular host in the outbound direction for each physical NIC. This is especially relevant if you want to see different rates of usage for each physical network interface, which, by definition, represent different virtual switches.
 

Now that you’ve examined how to monitor CPU, memory, and network usage, there’s only one major area left: monitoring disk usage.
 

Monitoring Disk Usage
 

Monitoring a host’s controller or VM’s virtual disk usage is similar in scope to monitoring network usage. This resource, which represents a controller or the storing of a VM’s virtual disk on a type of supported storage, isn’t restricted by CPU or memory mechanisms like reservations, limits, or shares. The only way to restrict a VM’s disk activity is to assign shares on the individual VM, which in turn may have to compete with other VMs running from the same storage volume. vCenter Server’s graphs come to our aid again in showing actual usage for both ESXi hosts and VMs.
 

Perform the following steps to create a host graph showing disk controller utilization:
 


1. Use the vSphere Client to connect to a vCenter Server instance.


2. Navigate to the Hosts And Clusters inventory view.


3. In the inventory tree, select an ESXi host.


This shows you the Summary tab in the Details section on the right.

 

4. Select the Performance tab, and switch to the Advanced view.


5. Click the Chart Options link. This opens the Customize Performance Chart dialog box.


6. Under Chart Options, choose the Real-Time display interval for the Disk resource type.


7. Set the chart type to Line Graph.


8. Selecting an object or objects — in this case a controller — and a counter or counters lets you monitor for activity that is interesting or necessary to meet service levels. Select the objects that represent the ESXi host and one of the disk controllers.


9. In the counters list, select Disk Read Rate, Disk Write Rate, and Disk Usage (Average/Rate) to get an overall view of the activity for the selected controller.


10. Click OK to return to the Performance tab.




 

This performance graph will give you an idea of the activity on the selected disk controller. But what if you want to see disk activity for the entire host by each VM? In this case, a Stacked Graph view can show you what you need.
 


Stacked Views

 

A stacked view is helpful in identifying whether one particular VM is monopolizing a volume. Whichever VM has the tallest stack in the comparison may be degrading the performance of other VMs’ virtual disks.

 




 

Now let’s switch to the virtual machine view. Looking at individual VMs for insight into their disk utilization can lead to some useful conclusions. File and print VMs, or any server that provides print queues or database services, will generate some disk-related I/O that needs to be monitored. In some cases, if the VM is generating too much I/O, it may degrade the performance of other VMs running out of the same volume. Let’s take a look at a VM’s graph.
 

Perform the following steps to create a VM graph showing real-time disk controller utilization:
 


1. Launch the vSphere Client if it is not already running, and connect to a vCenter Server instance.


2. Navigate to either the Hosts And Clusters view or the VMs And Templates inventory view.


3. In the inventory tree, click a virtual machine.


This shows you the Summary tab in the Details section on the right.

 

4. Select the Performance tab, and switch to Advanced view.


5. Click the Chart Options link to open the Customize Performance Chart dialog box.


6. Under Chart Options, select the Virtual Disk resource type and the Real-Time display interval.


7. Set the chart type to Line Graph.


8. Set both objects listed in the list of objects.


9. In the list of counters, select Read Rate, Write Rate (Average/Rate).


10. Click OK to apply these changes and return to the Performance tab.




 

With this graph, you should have an informative picture of this VM’s disk I/O behavior. This VM is busy generating reads and writes for its application. Does the graph show enough I/O to meet a service-level agreement, or does this VM need some help? The graphs allow administrators to make informed decisions, usually working with the application owners, so that any adjustments to improve I/O will lead to satisfied VM owners.
 

In addition, by looking at longer intervals of time to gain a historical perspective, you may find that a VM has become busier or fallen off its regular output. If the amount of I/O is just slightly impaired, then adjusting the VM’s shares may be a way to prioritize its disk I/O ahead of other VMs sharing the volume. The administrator may be forced to move the VM’s virtual disk(s) to another volume or LUN if share adjustments don’t achieve the required results. You can use Storage VMotion, described in Chapter 6, “Creating and Configuring Storage Devices,” to perform this sort of LUN-based load balancing without any disruption to the end users.
 


Performance Monitoring from the Inside and the Outside

 

It’s important to remember that the very nature of how virtualization operates means that it is impossible to use performance metrics from within a guest OS as an indicator of overall resource utilization. Here’s why.

 

In a virtualized environment, each guest OS “sees” only its slice of the hardware as presented by the VMkernel. A guest OS that reports 100 percent CPU utilization isn’t reporting that it’s using 100 percent of the physical server’s CPU, but rather that it’s using 100 percent of the CPU capacity given to it by the hypervisor. A guest OS that is reporting 90 percent RAM utilization is really only using 90 percent of the RAM made available to it by the hypervisor.

 

Does this mean that performance metrics gathered from within a guest OS are useless? No, but these metrics cannot be used to establish overall resource usage—only relative resource usage. You must combine any performance metrics gathered from within a guest OS with matching metrics gathered outside the guest OS. By combining the metrics from within the guest OS with metrics outside the guest OS, you can create a more complete view of how a guest OS is using a particular type of resource and therefore get a better idea of what steps to take to resolve any resource constraints.

 

For example, if a guest OS is reporting high memory utilization but the vCenter Server resource management tools are showing that the physical system has plenty of memory available, this tells you that the guest OS is using everything available to it and might perform better with more memory allocated to it.

 




 

Monitoring resources can be tricky, and it requires a good knowledge of the applications running in the VMs in your environment. If you are a new vSphere administrator, it’s worth spending some time using vCenter Server’s performance graphs to establish some baseline behaviors. This helps you become much more familiar with the normal operation of the VMs so that when something unusual or out of the ordinary does occur, you’ll be more likely to spot it.
 

The Bottom Line
 

Use alarms for proactive monitoring.


vCenter Server offers extensive alarms for alerting vSphere administrators to excessive resource consumption or potentially negative events. You can create alarms on virtually any type of object found within vCenter Server, including datacenters, clusters, ESXi hosts, and VMs. Alarms can monitor for resource consumption or for the occurrence of specific events. Alarms can also trigger actions, such as running a script, migrating a VM, or sending a notification email.

 

Master It

 

What are the questions a vSphere administrator should ask before creating a custom alarm?

 

Work with performance graphs.


vCenter Server’s detailed performance graphs are the key to unlocking the information necessary to determine why an ESXi host or VM is performing poorly. The performance graphs expose a large number of performance counters across a variety of resource types, and vCenter Server offers functionality to save customized chart settings, export performance graphs as graphic figures or Excel workbooks, or view performance graphs in a separate window.

 

Master It

 

You find yourself using the Chart Options link in the Advanced view of the Performance tab to set up the same graph over and over again. Is there a way to save yourself some time and effort so that you don’t have to keep re-creating the custom graph?

 

Gather performance information using command-line tools.


VMware supplies a few command-line tools that are useful in gathering performance information. For VMware ESXi hosts, resxtop provides real-time information about CPU, memory, network, or disk utilization. You should run resxtop from the VMware vMA. Finally, the vm-support tool can gather performance information that can be played back later using resxtop.

 

Master It

 

Know how to run resxtop from the VMware vMA command line.

 

Monitor CPU, memory, network, and disk usage by ESXi hosts and VMs.


Monitoring usage of the four key resources—CPU, memory, network, and disk—can be difficult at times. Fortunately, the various tools supplied by VMware within vCenter Server can lead the vSphere administrator to the right solution. In particular, using customized performance graphs can expose the right information that will help a vSphere administrator uncover the source of performance problems.

 

Master It

 

A junior vSphere administrator is trying to resolve a performance problem with a VM. You’ve asked this administrator to see whether it is a CPU problem, and the junior administrator keeps telling you that the VM needs more CPU capacity because the CPU utilization is high within the VM. Is the junior administrator correct, based on the information available to you?

 


  
Chapter 14
 

Automating VMware vSphere
 

As a VMware vSphere administrator, you’ll need to perform lots of repetitive tasks. Examples include creating five new VMs from a template, changing the network configuration on 18 VMs, or creating a new port group on seven different ESXi hosts. All these examples are tasks where automation would help you complete the task more quickly, provide greater consistency, save you time, and ultimately save your organization money. Clearly, automation is an area that can benefit every vSphere administrator and every organization that adopts vSphere in their environment.
 

In this chapter, you will learn to
 

 

 
	Identify some of the tools available for automating vSphere
 

 
	Configure vCenter Orchestrator
 

 
	Use a vCenter Orchestrator workflow
 

 
	Create a PowerCLI script for automation
 

 
	Use vCLI to manage ESXi hosts from the command line
 

 
	Use vCenter in combination with vMA to manage all your hosts
 

 
	Employ the Perl toolkit and VMware SDK for virtual server operations from the command line
 


 

Why Use Automation?
 

The real question isn’t “why use automation?” but “why not use automation?” As a former system administrator, I frequently looked for ways to automate tasks that I had to perform on a regular basis. Whether it was creating user accounts, rebuilding computers, deploying new applications, or querying the status of a remote server in another location, anything that saved me time and prevented me from having to repeat the same steps was a good thing. That also applies here: anything that can save you time and prevent you from performing the same steps repeatedly in your vSphere environment is a good thing.
 

You can provide automation in your vSphere environment in a number of ways. Depending on your programming skill level and your experience, there is likely a toolkit or automation tool that fits you and your needs:
 

 

 
	System administrators with some prior experience in JavaScript can use vCenter Orchestrator, an automation platform installed automatically with vCenter Server, to build workflows.
 

 
	vSphere administrators with knowledge or experience in Microsoft PowerShell can use PowerShell and PowerCLI to create PowerShell scripts that automate tasks within the vSphere environment.
 

 
	Administrators with experience in traditional Unix or Linux shell scripting can create shell scripts to automate some tasks by using vCLI from the vSphere Management Assistant (vMA).
 

 
	Administrators with experience in traditional Unix or Linux shell scripting can create shell scripts to automate some tasks from the vMA.
 

 
	System administrators with knowledge of Perl can use the vSphere Software Development Kit (SDK) for Perl, which provides Perl interfaces to the vSphere API.
 


 

As you can see, you have lots of options for bringing automation into your vSphere environment — and that’s without taking into account any of the numerous third-party solutions available!
 

In this chapter, I’ll discuss the first three tools that you can use for automation in your vSphere environment, and then I’ll discuss using the vMA and SDK with Perl.
 

These solutions address the majority of the needs of most vSphere administrators. I’ll start with vCenter Orchestrator.
 

Using Workflows with vCenter Orchestrator
 

vCenter Orchestrator (vCO) is a workflow automation product that allows you to build custom workflows that automate entire sequences of events. vCO provides access to the vCenter Server API and the more than 800 actions that are available within vCenter Server, allowing you to build workflows that address just about every conceivable need. To give you an idea of the versatility of the vCO product, keep in mind that the vCO engine ran underneath vCenter Lifecycle Manager. vCenter Lifecycle Manager was a separate product from VMware that provided automation around the entire VM life cycle, from provisioning all the way to decommissioning, and it was built entirely on vCO.
 

To help users harness the power of vCO in their environments, vCO is silently installed when vCenter Server is installed. Now I’d like to delve much deeper into vCO and show you how you can use it to provide some automation in your environment.
 

Although vCO is installed with vCenter Server, you must configure vCO separately after the installation is complete. In the next section, I’ll walk you through configuring vCO so that it is ready for you to use.
 

Understanding vCenter Orchestrator Prerequisites
 

Because vCO is installed with vCenter Server, many of the prerequisites for vCO are the same as for vCenter Server. Like vCenter Server, vCO runs on any x64 Windows server. Also like vCenter Server, vCO requires a separate backend database. This backend database must be separate from the vCenter Server backend database.
 

These are the database servers that vCO supports for this backend database:
 

 

 
	Microsoft SQL Server 2005 SP3 (Standard or Enterprise), 32-bit or 64-bit.
 

 
	Microsoft SQL Server 2008 (SP1 or SP2) (Standard or Enterprise), 32-bit or 64-bit.
 

 
	Oracle 10g (Standard or Enterprise) Release 2 (10.2.0.3.0), 32-bit, or 64-bit
 

 
	Oracle 11g (Standard or Enterprise) Release 1 (11.1.0.7), 32-bit, or 64-bit
 


 

MySQL and PostgreSQL are also supported but only for testing and evaluation purposes.
 


Use a Separate Physical Server for the Orchestrator Database

 

Because of CPU and memory usage, VMware recommends placing the vCO database on a separate machine from the vCO server. These machines should reside in the same datacenter for high-speed LAN connectivity.

 




 

If you are planning on using an Oracle database, you must download the Oracle drivers and copy them to the appropriate locations; the vCO installer does not do this for you. For more complete information on exactly how this is accomplished, refer to the “vCO Installation and Configuration Guide” available from VMware’s website at www.vmware.com/support/pubs/orchestrator_pubs.html.
 

vCO also requires a working LDAP server in your environment. Supported LDAP servers include OpenLDAP, Novell eDirectory, Sun Java Directory Server, and Microsoft Active Directory.
 

After you verify that you meet all these prerequisites, you are ready to get started configuring vCenter Orchestrator.
 

Configuring vCenter Orchestrator
 

After you complete the installation of vCenter Server and, with it, vCenter Orchestrator, you can proceed with the configuration of vCO so that it is ready to use. The process of configuring vCO involves a number of steps, each of which I describe in detail in the following sections.
 

The vCO configuration process involves, at the very least, the following steps:
 


1. Start the vCO Configuration service.


2. Configure the vCO network connection.


3. Create and test a connection to a working Lightweight Directory Access Protocol (LDAP) server.


4. Set up the backend database.


5. Import or create a Secure Sockets Layer (SSL) certificate for vCenter Orchestrator.


6. Import the vCenter Server license.


7. Configure the default plug-ins.




 

I’ll walk you through each of these steps in the following sections.
 

Starting the vCenter Orchestrator Configuration Service
 

The first step in configuring vCO is starting the vCO Configuration service. By default, this service is set for manual startup. In order to be able to access the web-based configuration interface, you must first start this service.
 

Perform the following steps to start the vCO Configuration service:
 


1. Log into the computer running vCenter Server, where vCenter Orchestrator was also installed automatically, as an administrative user.


2. From the Start menu, choose Run.


3. In the Run dialog box, type services.msc, and click OK.


4. When the Services window opens, scroll through the list of services in the pane on the right until you see the VMware vCenter Orchestrator Configuration service.


5. Right-click the VMware vCenter Orchestrator Configuration service and select Start.


6. Verify that the service started correctly by ensuring that the Status column for the VMware vCenter Orchestrator Configuration service lists Started.




 

After the service starts, you can access the vCO Web Configuration interface. There are two ways to access the interface:
 

 

 
	From the Start menu, select All Programs → VMware → vCenter Orchestrator Web Configuration.
 

 
	Open a web browser, and go to http://<computer IP address or DNS name>:8282.
 


 


vCenter Orchestrator Start Menu Icons Might Be Missing

 

If you installed vCenter Server to run in the context of a dedicated user account — perhaps in order to support Windows authentication to a backend database running on Microsoft SQL Server — the vCenter Orchestrator Start menu icons are visible only to that user account. To make them visible to other user accounts, you must move them to the All Users portion of the Start menu.

 




 

You will log into the vCenter Orchestrator Web Configuration interface using the username vmware and the password vmware. Although you cannot change the default username, I highly recommend that you change the default password. There is an option for changing the default password in the vCenter Orchestrator Web Configuration interface.
 

You are now ready to proceed with configuring vCenter Orchestrator. Your first task is configuring the vCO network connection.
 

Configuring the Network Connection
 

When you first log into the vCO Configuration interface, you’ll see a series of options along the left with red triangles, as shown in Figure 14.1. These red triangles, or status indicators, indicate that these options have not yet been configured. You need to ensure that all these status indicators are green circles before the vCO Server will start and operate.
 


Figure 14.1 The vCenter Orchestrator Configuration interface provides status indicators to tell you whether it is properly configured.
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Starting at the top of this list of status indicators, your first task is to configure the network connection.
 

Perform the following steps to configure the network connection:
 


1. In the vCenter Orchestrator Configuration interface, click the Network tab on the left side of the window.


2. In the IP Address drop-down list, select the IP address on which you want the vCenter Orchestrator Server to listen.


3. Click Apply Changes. It is generally not necessary to change any of the default ports for vCenter Orchestrator.




 

The status indicator for Network should now change from a red triangle to a green circle.
 

Next, you need to configure the LDAP connection.
 

Creating and Testing the LDAP Connection
 

vCO requires a supported LDAP server. In many cases, you will use Active Directory as your supported LDAP server because vCenter Server also integrates with Active Directory. As I mentioned earlier, other LDAP servers are supported. Here I’ll explain how to configure vCO to use Active Directory.
 

Perform the following steps to use an Active Directory domain controller as your LDAP server:
 


1. In the vCenter Orchestrator Configuration interface, click the LDAP tab on the left side of the web browser.


2. In the LDAP Client drop-down list, select Active Directory.


3. In the Primary LDAP Host text box, supply the fully qualified domain name (FQDN) of an Active Directory domain controller.


4. In the Secondary LDAP Host text box, supply the FQDN for a secondary Active Directory domain controller.


5. In the Root text box, supply the root DN for your Active Directory domain.


For example, if your Active Directory domain name was v12nlab.net, the root DN would be dc=v12nlab,dc=net.

 

6. In the Username and Password text boxes, supply the username and password that vCenter Orchestrator will use to authenticate against Active Directory.


Specify the username in DN format (cn=username,cn=Users,dc=domain,dc=com) or universal principal name (UPN) format (username@domain.com).

 

7. In the User Lookup Base text box, supply the base DN that vCenter Orchestrator should use when searching for user accounts.


If you are unsure of what to use, specify the same value as the root DN.

 

8. In the Group Lookup Base text box, supply the base DN that vCenter Orchestrator should use when searching for groups.


If you are unsure of what to use, specify the same value as the root DN.

 

9. In the vCO Admin Group text box, specify the DN of an Active Directory group that should receive vCenter Orchestrator administration rights.


This should look something like cn=Administrators,cn=Builtin,dc=domain,dc=com.

 

10. Click the Apply Changes button.




 

The red triangle status indicator should change to a green circle. If it does not, double-check the LDAP configuration and try again.
 

Next, you are ready to set up the backend database.
 

Setting Up the Backend Database
 

Like vCenter Server and vSphere Update Manager, vCenter Orchestrator requires a backend database in order to operate. You must configure the backend database and the vCenter Orchestrator database connection in order for vCenter Orchestrator to work. In this section, I’ll walk you through setting up a database on Microsoft SQL Server and configuring vCenter Orchestrator to use that database.
 

Creating and configuring the backend database on Microsoft SQL Server is straightforward. Create the database, and specify the owner of the database to be either a Windows account or an SQL login. Be sure to note the owner of the database and the password for that owner, because both pieces of information will be necessary when you configure vCenter Orchestrator.
 

Perform the following steps to configure vCenter Orchestrator to use this backend database:
 


1. In the vCenter Orchestrator Configuration interface, select the Database tab from the left side of the web browser window.


2. In the Select/Change Database Type drop-down list, select SQL Server.


3. Supply the username, password, hostname, port, database name, instance name (if using named instances), and domain name in the applicable text boxes.


If you are using SQL authentication, leave the domain name text box blank.

 

4. Click the Install Database link to install the database tables that vCenter Orchestrator needs.


5. Click the Apply Changes button.




 

The red triangle should change to a green circle to show that database connectivity has been successfully verified.
 

Next, you need to configure the server certificate.
 

Configuring the Server Certificate
 

vCenter Orchestrator requires that a valid SSL certificate be installed on the vCenter Orchestrator computer. The Server Certificate section of the vCenter Orchestrator Configuration interface allows you either to create your own self-signed certificate or to import an SSL certificate from an existing certificate authority. If you already have an existing public key infrastructure (PKI) set up within your environment, then I recommend leveraging that PKI and importing a valid SSL certificate from your PKI. Otherwise, you can create a self-signed SSL certificate using the Create A New Certificate Database And Server Certificate link.
 

Perform the following steps to create a new self-signed certificate for vCenter Orchestrator:
 


1. In the vCenter Orchestrator Configuration interface, click the Server Certificate tab on the left side of the interface.


2. Click the Create A New Certificate Database And Server Certificate link.


3. For Common Name, supply the FQDN of the vCenter Server computer.


4. For Organization and Organizational Unit, provide appropriate values for your environment.


5. Select the correct country in the Country drop-down list.


6. Click the Create button.




 

The vCenter Orchestrator Configuration service will generate a new SSL certificate and install it for use by vCenter Orchestrator. The red triangle will also change to a green circle, letting you know that this task has been completed. Next, you will import the vCenter Server license.
 

Importing the vCenter Server License
 

Although it is installed with vCenter Server, vCenter Orchestrator does not automatically share the vCenter Server licensing information. To let vCenter Orchestrator know the type of vCenter Server license you have, you will need to import that license into the vCenter Orchestrator Configuration interface. You can do this by either entering the 25-digit serial number or by connecting to vCenter.
 

Perform the following steps to connect to vCenter:
 


1. In the vCenter Orchestrator Configuration interface, select the Licenses tab on the left side of the interface.


2. Enter the username and password for the vCenter Server, since the remaining defaults should work.


3. Click the Apply Changes button.




 

Perform the following steps to enter the serial number:
 


1. In the vCenter Orchestrator Configuration interface, select the Licenses tab on the left side of the interface.


2. Supply the 25-digit serial number of your vCenter Server license and the license owner.


3. Click the Apply Changes button.




 

Depending on the vCenter Server license that you own, vCenter Orchestrator will operate in one of two modes:
 

 

 
	For a vCenter Server Standard license, vCenter Orchestrator operates in Server mode. This provides full access to all Orchestrator elements and the ability to run and edit workflows.
 

 
	For a vCenter Server Foundation or vCenter Server Essentials license, vCenter Orchestrator runs in Player mode. You are granted read-only permission on Orchestrator elements, and you can run workflows, but you cannot edit them.
 


 

You’re almost finished with the vCenter Orchestrator configuration. At this point, all of the status indicators except Startup Options and Plug-ins should be green. As long as the Startup Options status indicator is still red, you won’t be able to start vCenter Orchestrator Server. The last task for you is to configure the plug-ins.
 

Configuring the Plug-Ins
 

vCenter Orchestrator uses a plug-in architecture to add functionality and connectivity to the base workflow engine. By default, vCenter Orchestrator comes with a default set of plug-ins, but you’ll need to provide a username and password of an account with administrative permissions in vCenter Orchestrator to install them.
 

Perform the following steps to install the default set of plug-ins:
 


1. In the vCenter Orchestrator Configuration interface, click the Plug-Ins tab.


2. Specify the username and password of an account that is a member of the vCO Administration group.


This is the group you specified previously when you configured the LDAP server.

 

3. Click Apply Changes.




 

The Plug-ins status indicator will change to a green circle and, assuming all the other status indicators are also green circles, the Startup Options status indicator will be also. However, there is one more essential task you need to complete, and that is adding a vCenter Server host with which vCenter Orchestrator will communicate.
 

Adding a vCenter Server Host
 

If you scroll down to the bottom of the list of configuration tabs in the vCenter Orchestrator Configuration interface, you will see a plug-in named vCenter Server. That is the area where you will need to add a vCenter Server host with which vCenter Orchestrator will communicate. Without performing this task, vCenter Orchestrator will work, but it will not be able to automate tasks within vCenter Server — which kind of defeats its purpose.
 

Perform the following steps to add a vCenter Server host to vCenter Orchestrator:
 


1. At the bottom of the list of configuration tasks in the vCenter Orchestrator Configuration interface, select the tab labeled vCenter Server.


2. Click the New VirtualCenter Host tab.


3. From the Available drop-down list, select Enabled.


4. In the Host text box, supply the FQDN of the vCenter Server computer you are adding.


5. Under the heading Specify The User Credential For The Administrator Session, specify an administrative username and password for this vCenter Server instance.


6. Under the heading Specify Which Strategy Will Be Used For Managing The Users Logins, select Share A Unique Session, and then supply a username and password to be passed to vCenter Server.


7. Click Apply Changes.




 

You will note that after you click the Apply Changes button, the vCenter Server status indicator and the Startup Options status indicator change back to red. In order for vCenter Orchestrator to work with vCenter Server over an SSL connection, you must also import the vCenter Server SSL certificate.
 

Perform the following steps to import the vCenter Server SSL certificate:
 


1. Click the vCenter Server tab on the left side of the vCenter Orchestrator Configuration interface.


2. Click the Hosts tab.


3. Click the SSL Certificates link.


4. Because vCenter Orchestrator is installed by default on the same server as vCenter Server, you can import the SSL certificate from a local file. Click the Browse button.


5. Navigate to C:\ProgramData\VMware\VMware VirtualCenter\SSL, and select the rui.crt file.


6. Click the Open button in the Choose File dialog box.


7. Click the Import button to import the selected certificate.


8. Click the vCenter Server tab again on the left side of the vCenter Orchestrator Configuration interface.


9. Click the Restart The vCO Configuration Server link.


This will log you out of the vCenter Orchestrator Configuration interface.

 

10. Log back into the vCenter Orchestrator Configuration interface.




 

Now, you are finally ready to install and start the vCenter Orchestrator Server service.
 

Installing and Starting the vCenter Orchestrator Server Service
 

After you complete all the configuration steps, you can install and start the vCenter Orchestrator Server. Before you continue, ensure that all the status indicators in the vCenter Orchestrator Configuration interface show a green circle. If any of the status indicators do not have a green circle, you won’t be able to start the vCenter Orchestrator Server.
 

Perform the following steps to install and start the vCenter Orchestrator Server:
 


1. In the vCenter Orchestrator Configuration interface, click the Startup Options tab.


2. Click the Install vCO Server As A Service link. The interface will change to show a spinning progress meter while the configuration service installs the server service.


3. When the interface returns and indicates success with a green message at the top of the Startup Options screen, click the Start Service link.


4. The vCenter Orchestrator Server service will attempt to start. It might take a few minutes for the service to start, so be patient. You can use the Services management console (select Start → Run, and enter services.msc) to verify the status of the VMware vCenter Orchestrator Server service.




 

After the vCenter Orchestrator Server service is running, you’re ready to start using vCenter Orchestrator workflows.
 

Using an Orchestrator Workflow
 

So far, you’ve only seen how to configure the vCenter Orchestrator Server, but now that the server is up and running, you are ready to launch the client and actually run a workflow. The vCenter Orchestrator Client is the application you will use to actually launch a workflow. You can launch the vCenter Orchestrator Client from the Start menu and then log in with the Active Directory credentials of an account in the vCO Administrators group (this is the group configured earlier when you set up the LDAP server connection for vCenter Orchestrator).
 

vCenter Orchestrator comes with a library of preinstalled workflows. To view these workflows in the vCenter Orchestrator Client, click the Workflows tab on the left side of the window, and then browse through the tree folder structure to see what workflows are already available for you to use. Figure 14.2 shows some of the preinstalled workflows in the vCenter Orchestrator Client.
 


Figure 14.2 The vCenter folder contains all the workflows that automate actions in vCenter Server.
 

[image: 14.2]

 

To run any of the workflows in the vCenter Orchestrator Client, you just right-click the workflow and select Execute Workflow. Depending on the workflow, the vCenter Orchestrator Client prompts you for the information it needs to complete the workflow, such as the name of a VM or the name of an ESXi host. The information that the vCenter Orchestrator Client prompts you to supply will vary based on the workflow you have selected to run.
 


Creating Workflows Is Mostly a Developer’s Task

 

Unfortunately, creating custom workflows is probably beyond the reach of most vSphere administrators. Creating workflows and actions requires expertise and experience with web development languages like JavaScript. If this is something with which you have some knowledge, then download the “vCenter Orchestrator Developer’s Guide” from VMware’s website at www.vmware.com/support/pubs/orchestrator_pubs.html. This developer’s guide provides more detailed information on how to create Orchestrator workflows.

 




 

vCenter Orchestrator is a powerful tool that is capable of creating some complex and highly interactive workflows. However, vCenter Orchestrator doesn’t give up its secrets easily, and creating workflows may be beyond the skills of many vSphere administrators. One automation tool that is much easier to learn and is rapidly gaining popularity in the VMware community, though, is Microsoft PowerShell. PowerShell and PowerCLI can be great tools for automating your vSphere environment, as you’ll see in the next section.
 

Automating with PowerShell and PowerCLI
 

PowerShell is Microsoft’s premier administrative automation language. Built on the .NET framework, PowerShell has access to the full breadth of Windows-based applications. If you do a search on PowerShell, you will find the full spectrum of what’s possible. Everything from simple process manipulation to complex server deployments can be handled in a single PowerShell script. PowerShell also features a rich programming language and as such can be used to prototype .NET code or invoke native C libraries within Windows. For the purpose of PowerCLI, we will focus on the command line and what’s possible using the PowerCLI PowerShell snap-in. First, we need to cover some terminology.
 

At the base of PowerShell is the pipeline. Those coming from a Unix background will be well versed in the concept of a pipeline. However, PowerShell took the traditional pipeline and kicked it up a notch. In the past, pipelines were a means to pass text from one command to another, simplifying the syntax of a given operation. In PowerShell, pipelines are a means to pass whole .NET objects from one cmdlet to another. This ability greatly increased the power of the pipeline while simplifying its ability to accomplish almost any administrative action. While PowerShell does contain a core scripting language, for the most part actions are performed by executing cmdlets.
 

Another term that needs defining is cmdlets (pronounced command-lets), which are compiled .NET classes that perform a single action on an object. They are named in the <verb>-<singular noun> format. This enables several things; for the most part cmdlets are simple to use because they don’t attempt to do too much at once. Also, because there is an established naming convention, often you can find the cmdlet you need by simply guessing. For instance, to get all the VMs in vCenter you run Get-VM — intuitive by design.
 

Finally, PowerShell offers third parties the ability to extend the core set of 400+ cmdlets with snap-ins and modules. A snap-in is a compiled .dll that contains a set of cmdlets. A module, new to PowerShell V2, is the next generation of script packaging. A module can be either compiled or script and offers a private runspace for the module author. PowerCLI is a PowerShell snap-in, although by the time you read this I suspect there will be a module as well. The current version of PowerCLI contains 260+ cmdlets covering almost every aspect of vSphere.
 

The first step you take in order to use PowerCLI is to install it, as I’ll show you in the next section.
 

Installing PowerCLI
 

Installing PowerCLI actually means installing two different components:
 

 

 
	PowerShell is a core component of Windows since Windows 7, but if you’re running an older version of Windows, you’ll need to install the Windows Management Framework, available for download from Microsoft’s website at www.microsoft.com/download.
 

 
	PowerCLI is available for download from VMware’s website at www.vmware.com/go/PowerCLI.
 


 

Perform the following steps to install PowerCLI:
 


1. Launch the PowerCLI installer that you downloaded from VMware’s website.


2. If the installer displays a dialog box informing you that VMware VIX will be installed at the end of setup, click OK to continue.


3. If a message is displayed warning that the PowerShell execution policy is currently set to Restricted, click Continue. You will change this later.


4. On the first screen of the VMware vSphere PowerCLI Installation Wizard, click Next to start the installation.


5. Select the radio button marked I Accept The Terms In The License Agreement, and click Next.


6. Change the location where PowerCLI will be installed, or click Next to accept the default location.


7. Click Install.


8. After the installation is complete, deselect the box to launch PowerCLI, and click Finish.




 

Remember the warning about the PowerShell execution policy? Before you can use PowerCLI, you’ll need to set the PowerShell execution policy to allow some of the PowerCLI components to execute.
 

Perform the following steps to set the PowerShell execution policy:
 


1. In the Start menu, select All Programs → Accessories → Windows PowerShell → Windows PowerShell, right-click, and select Run As Administrator.


2. At the PowerShell prompt, enter the following command:



 

Set-ExecutionPolicy RemoteSigned



 



 

3. To verify the setting, enter the following command:



 

Get-ExecutionPolicy



 



 

The results of the Get-ExecutionPolicy command should be RemoteSigned.

 



 


What Happens If You Don’t Set the Execution Policy?

 

Because PowerCLI runs a few PowerShell scripts during startup to load the appropriate snap-ins, failing to set the execution policy to RemoteSigned means these scripts will not run properly. Errors will be returned when these scripts execute, and PowerCLI will not be correctly initialized.

 




 

Now you are ready to launch PowerCLI. When you launch PowerCLI, you are greeted with a few quick tips and the PowerCLI prompt, as shown in Figure 14.3. 
 


Figure 14.3 The PowerCLI startup screen provides quick tips on a few useful commands.
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If you are seeing this screen when you launch PowerCLI, then you’re ready to start using PowerCLI to manage your VMware vSphere environment. First, though, I’ll review the topic of objects and introduce you to a few useful objects in PowerCLI.
 

Working with Objects
 

Everything in PowerShell (and hence PowerCLI) is built on the idea of objects. For example, an ESXi host exists as an object in PowerCLI. A VM exists as an object in PowerCLI. A snapshot exists as an object. You will work with these objects in PowerCLI by modifying their properties, creating them, or deleting them.
 

With PowerCLI specifically, you must first connect to the vSphere environment, either to a vCenter Server instance or to an ESXi host, before you can work with any of the objects available to you. You can connect to the vSphere environment using the following Connect-VIServer command:
 


 

Connect-VIServer –Server <vCenter Server hostname> –User <Username>
–Password <password>



 



 


Get-Help Is Your Friend

 

The Get-Help cmdlet is invaluable as you explore PowerCLI. Anytime you are unsure of a command or its syntax, simply use Get-Help followed by the command or a portion of the command. If you are unsure how to use Get-Help, use Get-Help Get-Help.

 




 

After you connect, you are ready to work with some vSphere objects. Let’s say you wanted to list all the ESXi hosts connected to your vCenter Server instance. You could do that with the following command, which would list all the ESXi hosts connected to the vCenter Server instances to which you connected with the Connect-VIServer command:
 


 

Get-VMHost



 



 

This command returns an object or set of objects, each of which represents an ESXi host.
 

Next, let’s say that you wanted to list all the VMs currently running on one of those ESXi hosts. To do this, you would combine the Get-VMHost command in a pipeline (noted by the | symbol) with the Get-VM command, like this:
 


 

Get-VMHost <Hostname> | Get-VM



 



 

This command would return a list of objects. Each object returned represents a VM running on the specified ESXi host. You could now take this list of VM objects and combine the objects with another command to list all the virtual network interface cards (NICs) within each VM on the specified ESXi host:
 


 

Get-VMHost <Hostname> | Get-VM | Get-NetworkAdapter



 



 

This command would provide a list of objects, each of which represents a virtual network adapter within a VM. Because the output of this command is objects, you could then use the Select command to selectively filter the output, like this:
 


 

Get-VMHost <Hostname> | Get-VM | Get-NetworkAdapter | Select-Object NetworkName, Type



 



 

This would produce the output shown in Figure 14.4.
 


Figure 14.4 The Select statement filters the output from commands in PowerCLI.
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These examples show you how PowerShell and PowerCLI work with objects and how commands can be combined in a pipeline to create more complex instructions. Because of the sheer number of cmdlets within the PowerCLI snap-in, I cannot cover them all. However, I will teach you how to make PowerShell work for you. PowerShell has a couple of built-in cmdlets that make discovering cmdlets easier.
 

PowerCLI itself ships with such a cmdlet. To quickly get a list of all the cmdlets contained within PowerCLI, run Get-VICommand. However, to perform a more powerful search you can use the Get-Command cmdlet. For instance, to find any cmdlet that interacts with a VM you can run:
 


 

Get-Command –Noun VM



 



 

Alternatively you could find all the Get cmdlets contained within PowerCLI by running:
 


 

Get-Command –Module VMware* -Verb Get



 



 

If you don’t have any idea what the verb or noun may be, but you know the analog within VIC, you can leverage Get-Help to search through the help documents for a command. For instance, to find the cmdlet to mount a NFS datastore you would run:
 


 

Get-Help *NFS*



 



 

So now you know how to find a cmdlet once you’ve located that magical single unit of work. Most PowerCLI users will point to their cool scripts as examples, but you can use PowerCLI every day to automate every facet of your environment and never write a script. That’s the beauty of the pipeline. The basic workflow works as such given a problem like “I need to find every VM in the Production resource pool where the VMware Tools are out of date.” From here you simply start to convert the natural-language problem into a PowerShell pipeline. First, you need to get every VM in the Production resource pool:
 


 

Get-ResourcePool Production | Get-VM



 



 

Now you need to figure out how to determine if VMware Tools are up to date. For this you’ll use two built-in cmdlets: Get-Member and Format-List. To see all the methods and properties associated with an object in PowerShell, simply pipe the object to Get-Member, as shown in Figure 14.5.
 


Figure 14.5 Get all the methods and properties of an object with Get-Member.
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Get-Member uses .NET reflection to inspect an object and report any methods or properties associated with it. Pay attention to the definition of any properties. If they are a simple type, such as System.String, System.Int32, or System.Bool, then they contain information. If, however, they are not a simple type, such as VMware.VimAutomation.ViCore.Types.V1.Inventory.PowerState, then they contain an embedded object with more information. Objects are like a file system; sometimes to find what you’re looking for, you need to traverse many levels. In this case, you save a single VM object to a variable to ease this discovery process:
 


 

$VM = Get-VM SVR01



 



 

Now you can access any properties or methods by simply adding a dot. For example, to examine what exactly is contained within the PowerState object you would run
 


 

$VM.PowerState



 



 

After a little discovery you will find that the Tools status is reported by running
 


 

$VM.Guest.ExtensionData.ToolsStatus



 



 

Back to the original objective to get any VM in the Production resource pool where VMware Tools are out of date, you would run:
 


 

Get-ResourcePool Production | Get-VM | Where-Object
{ $_.Guest.ExtensionData.ToolsStatus –eq “ToolsOld”}



 



 

While this is undoubtedly still code, notice how close to the original problem your code reads, almost like an English sentence. Using the technique just covered you can work with PowerCLI every day and never write a single script. Instead, you can just leverage the pipeline to perform one simple action against any number of objects. But after a while you will grow tired of typing, and that’s where scripts step in.
 

Running Some Simple PowerCLI Scripts
 

Scripts are nothing more than a series of PowerCLI cmdlets strung into a series of PowerShell pipelines saved to a text file with a .ps1 extension. With that in mind, we will cover a few examples where PowerCLI can make your life easier.
 


Script Execution

 

By default, the running of scripts is disabled on a fresh install of PowerShell. However, you enabled them when you set the execution policy to remotesigned. To learn more about script signing, run Get-Help about_Signing.

 




 

Migrating All Virtual Machines on a Host
 

In the first example, you’ll build a simple pipeline using multiple PowerCLI cmdlets. By combining cmdlets in a pipeline, you can build more complex commands, such as the following:
 


 

Get-VMHost <FirstHost> | Get-VM | Move-VM –destination
(Get-VMHost <SecondHost>)



 



 

This command relocates all VMs on the ESXi host specified by FirstHost to the ESXi host represented by SecondHost. This includes both running VMs, which are moved with VMotion, as well as powered-off VMs.
 

Manipulating Virtual Machine Snapshots
 

Let’s look at a second example of how to use PowerCLI in your VMware vSphere environment. In this example, you’ll use PowerCLI to work with VM snapshots.
 

Let’s say that you need to create a snapshot for all the VMs on a particular ESXi host. This command would accomplish that for you:
 


 

Get-VMHost <Hostname> | Get-VM | New-Snapshot -Name “Target-Snapshot”



 



 

If you later needed to remove the snapshot you created, you could use the Remove-Snapshot cmdlet to delete that snapshot:
 


 

Get-VMHost <Hostname> | Get-VM | Get-Snapshot
-Name “Target-Snapshot” | Remove-Snapshot



 



 

Finally, you could use the Get-Snapshot cmdlet to list all snapshots so that you could be sure you had actually created or deleted the snapshots:
 


 

Get-VMHost <Hostname> | Get-VM | Get-Snapshot



 



 

This command would return a list of snapshot objects for all the VMs on the specified ESXi host.
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Automation as a way of life

 

As you scale out your virtual infrastructure you will quickly get to a point where your ability to manage your environment from the GUI is stretched. For instance when you have 120 virtual machines, changing a network setting on each VM would take days. Days of repetitive mundane work, the type of work that leads to mistakes and downtime. In these scenarios you’ll need to employ a little automation. Not only to save time, but more importantly to reduce risk. A script or workflow doesn’t mis-click or mis-type. A script can be counted on to perform an action without exception. A healthy environment can only be maintained at scale with the use of automation. Fortunately, VMware supports the whole gambit of automation frameworks available today, so employ whatever you’re most comfortable with, but make sure automation is part of your toolkit. As a good general rule anything that will be done more than 10 times should be done via a script. The reason for selecting 10 as the demarcation point is due to the time investment. Generally speaking if you’re going to do something at least 10 times your organization will actually gain time by you taking the time to script a solution. Yes, the script will take slightly longer to write the first time, but once written that script has no shelf life, and can be employed multiple times. Time spent manually performing a task can never be recuperated, and often leads to work having to be duplicated due to human error.

 




 

Reconfiguring Virtual Machine Networking
 

In this third example, let’s say that you want to move all the VMs currently connected to one port group to an entirely different port group. This is actually possible with a one-line command in PowerCLI:
 


 

Get-VM | Get-NetworkAdapter | [image: 14.1]

Where-Object { $_.NetworkName -like “OldPortGroupName” } | [image: 14.1]

Set-NetworkAdapter –NetworkName “NewPortGroupName” –Confirm:$false.



 



 

There are a few new ideas introduced here, so let me break it down a little bit:
 

 

 
	The Get-VM cmdlet retrieves VM objects.
 

 
	These VM objects are passed to the Get-NetworkAdapter cmdlet, which returns virtual NIC objects.
 

 
	These virtual NIC objects are parsed using the Where-Object cmdlet to include only those virtual NICs whose NetworkName property is like the “OldPortGroupName” string.
 

 
	The parsed list of virtual NICs is passed to the Set-NetworkAdapter cmdlet, which sets the NetworkName property to the “NewPortGroupName” value.
 

 
	The Confirm parameter instructs PowerShell not to ask the user for confirmation of each operation.
 


 

Moving Virtual Machines between Resource Pools
 

In this last example, you’ll use PowerCLI to move a group of VMs from one resource pool to another. However, you want to move only a subset of the VMs in this resource pool. Only the VMs that are running a Microsoft Windows guest operating system (guest OS) should be moved to the new resource pool.
 

I’ll build this example in steps. First, you’ve probably guessed that you can use the Get-ResourcePool, Get-VM, and Get-VMGuest cmdlets to create a list of VM guest OS objects in the resource pool:
 


 

Get-ResourcePool <ResourcePoolName> | Get-VM | Get-VMGuest



 



 

Next, you would need to filter the output to return only those objects identified as Microsoft Windows guest OSes. As you saw in a previous example, you can use the Where-Object cmdlet to filter the output list in a pipeline:
 


 

Get-ResourcePool <ResourcePoolName> | Get-VM | Get-VMGuest |
Where-Object { $_.OSFullName –match “ˆMicrosoft Windows.*” }



 



 

This should do it, right? To finish the command, you should be able to add the Move-VM cmdlet and move the VMs to the destination resource pool. Unfortunately, that won’t work. You’re working with objects here, and a VM guest OS object — which is what is being returned by the Get-VMGuest cmdlet — isn’t the kind of object that the Move-VM cmdlet will accept as input.
 

Instead, you’ll have to use a multiline script for this, as shown in Listing 14.1.
 


Listing 14.1: A PowerCLI script to selectively move VMs to a new resource pool



 
$VMs = Get-VM –Location (Get-ResourcePool Infrastructure)
foreach ($vm in $VMs) {
$vmguest = Get-VMGuest –VM $vm
if ($vmguest.OSFullName –match “ˆMicrosoft Windows.*”) {
Move-VM –VM $vm –Destination (Get-ResourcePool “Windows VMs”) } }



 



 

Again, I’ll break down the script so that it is easier to understand:
 

 

 
	The first line uses the Get-VM and Get-ResourcePool cmdlets to retrieve a list of VM objects in the specified resource pool. That list of VM objects is stored in the $VMs variable.
 

 
	The second line creates a loop that operates for each of the objects in the $VMs variable. Each individual VM object is stored as $vm.
 

 
	The third line uses the Get-VMGuest cmdlet with the $vm variable to retrieve the guest OS object for that VM object and store the result in the $vmguest variable.
 

 
	The fourth line tests to see whether the OSFullName property of the $vmguest object matches a string starting with “Microsoft Windows.”
 

 
	The fifth line executes only if the test on the fourth line was successful; if it executes, it uses the Move-VM and Get-ResourcePool cmdlets to move the VM object represented by the $vm variable to the resource pool named Windows VMs.
 


 

If you were to save the script in Listing 14.1 as MoveWindowsVMs.ps1, then you could run it in PowerCLI like this:
 


 

<Path to Script>\MoveWindowsVMs.ps1



 



 

There is so much more that you can do with PowerShell and PowerCLI; these simple examples barely scratch the surface. I encourage you to use the numerous PowerCLI resources available online to learn more about PowerCLI and PowerShell.
 

PowerShell and PowerCLI aren’t the only scripting environments around, though; you can also use the vSphere Management Assistant to run standard shell scripts. I’ll show how to use shell scripts in the next section.
 

Using vCLI from vSphere Management Assistant
 

VMware vSphere 5 completely removes VMware ESX and the traditional Linux-based Service Console. This means that a lot of vSphere administrators and organizations need to adapt to not having a Linux environment available on each host. However, the vSphere Management Assistant, lovingly referred to as the vMA, is fully capable of running configuration commands that historically could be done from the ESX Service Console. VMware also provides the vSphere CLI (vCLI) that implements the familiar console commands from the old ESX Service Console. The vMA comes pre-installed with the vCLI, giving vSphere administrators a familiar method for performing configuration tasks from the command line.
 

For example, adding a vSwitch to a host with the vCLI uses the exact same syntax as previously, with an added option to specify the host to which you need to connect:
 


 

esxcfg-vswitch --server <Hostname> --list



 



 

Alternatively, you can use the newer vCLI naming convention where the commands use the vicfg- prefix in place of esxcfg-. The esxcfg- prefix is kept for backward compatibility but will be phased out over time . Therefore, you can use either format.
 


 

vicfg-vswitch --server <Hostname> --list
esxcfg-vswitch --server <Hostname> --list



 



 

By using this set of commands you can do common tasks needed for basic host configuration that would previously be done from the bash Service Console. For instance, Listing 14.2 will perform the following:
 

 

 
	Create a new vSwitch named vSwitch1
 

 
	Add vmnic1 as an uplink to our new vSwitch
 

 
	Create a new VM portgroup
 

 
	Add a VLAN to our new vSwitch
 


 


Listing 14.2: Create a new vSwitch from vMA



 
# add a new vSwitch
vi-admin@vma01:∼> vicfg-vswitch --server pod-1-blade-6.v12nlab.net -a vSwitch1

# add an uplink to the vSwitch
vi-admin@vma01:∼> vicfg-vswitch --server pod-1-blade-6.v12nlab.net -L vmnic1 vSwitch1

# add a VM portgroup to the new vSwitch
vi-admin@vma01:∼> vicfg-vswitch --server pod-1-blade-6.v12nlab.net -A “VM-Public”
vSwitch1

# set the VLAN for the new portgroup
vi-admin@vma01:∼> vicfg-vswitch --server pod-1-blade-6.v12nlab.net -v 10 i
-p “VM-Public” vSwitch1



 



 

Executing these commands, however, becomes tedious very quickly because you must constantly enter the username and password to connect to the server. One workaround would be to wrap the commands in a bash script and pass the username and password as parameters. This is somewhat undesirable, however, because you are leaving credentials to your ESXi hosts available to anyone who can log into your server. This is where the benefit of using vMA over a standard host with the vCLI installed comes into play.
 

vMA has some additional functionality installed to it called fastpass. Fastpass allows you to securely add ESXi, and even vCenter, hosts to your vMA once and connect to them without a password during script execution. This allows you to treat the vMA’s command line as you would the native host. First, you must initialize the host with fastpass:
 


 

vifp addserver <Hostname>



 



 

This command then prompts for the ESXi host’s root password, connects to the host, and adds two users to the host, which are used for executing commands. Should you specify the “adauth” authpolicy, fastpass would use an Active Directory account for authentication to the host.
 

You can view any hosts that fastpass has been configured for using the vifp listservers command:
 


 

vi-admin@vma01:∼> vifp listservers
vSphere01.vSphere.local ESXi



 



 

You can see that a single host is fastpass enabled, and it is an ESXi host.
 

Now that fastpass is aware of the host, you set the host as the current target using the vifptarget command:
 


 

vifptarget -s <Hostname>



 



 

After this you can execute ESXi configuration commands as though you are logged into the console of that host. The list of commands now looks like standard ESX configuration commands from the old Service Console. Note that you can still use the esxcfg- prefix for the commands, so existing scripts can be copied into place with minimal changes. For example, Listing 14.3 adds a vSwitch to the vSphere01 host using vMA fastpass.
 


Listing 14.3: Add a vSwitch using vMA fastpass



 
vi-admin@vma01:∼> vifptarget -s vSphere01.vSphere.local
vi-admin@vma01:∼[vSphere01.vSphere.local]> vicfg-vswitch -a vSwitch1
vi-admin@vma01:∼[vSphere01.vSphere.local]> vicfg-vswitch -L vmnic1 vSwitch1
vi-admin@vma01:∼[vSphere01.vSphere.local]> vicfg-vswitch -A “VM-Public” i
vSwitch1
vi-admin@vma01:∼[vSphere01.vSphere.local]> vicfg-vswitch -v 10 -p i
“VM-Public” vSwitch1



 



 

By adding additional ESXi servers to fastpass, you can configure multiple hosts quickly using a simple bash loop. For example, Listing 14.4 will connect to each host and add the vm_nfs01 datastore.
 


Listing 14.4: Add an NFS datastore or multiple hosts by using vMA fastpass



 
for server in “vSphere01 vSphere02 vSphere03 vSphere04 vSphere05”; do
> vifptarget -s $server
> vicfg-nas -a -o FAS3210A.vSphere.local -s /vol/vm_nfs01 vm_nfs01
> vifptarget -c
> done



 



 

Using vSphere Management Assistant for Automation with vCenter
 

Leveraging the fastpass technology with vCenter allows you a simple luxury: you no longer have to add each host to fastpass. However, there is a caveat that you must specify an additional command-line parameter for each command.
 

This has both advantages and disadvantages. It’s extremely convenient to no longer be concerned about whether the host you are manipulating has been initialized for fastpass. Scripts that are written can simply use the vCenter credentials to manipulate host settings, while still being logged in vCenter’s task list. Additionally, all tasks executed through vCenter are logged in vCenter for auditing purposes. The downside is losing the ability to use legacy scripts that assume you are on the console of the host and have not had the additional parameter set.
 

Connecting vCenter to fastpass is the same as it is for hosts. vMA is kind enough to warn you that storing the vCenter credentials is a security risk, and we do recommend you use vCenter’s role-based access to limit the permissions to the minimum needed. That being said, you should always protect your vMA as you would any other server in your environment and ensure that a sufficiently complex password is used for the vi-admin user to prevent unauthorized access. Keep in mind that should the vMA become compromised, all of the hosts that are fastpass enabled are also compromised. You should use the same command for vCenter as for your ESXi hosts:
 


 

vi-admin@vma01:∼> vifp addserver vCenter01
Enter username for vCenter01: fp_admin
fp_admin@vCenter01’s password:
This will store username and password in credential store which is 
a security risk. Do you want to continue?(yes/no): yes
vi-admin@vma01:∼> vifp listservers
vCenter01.vSphere.local  vCenter
vi-admin@vma01:∼> vifptarget -s vCenter01
vi-admin@vma01:∼[vCenter01.vSphere.local]> 



 



 

Notice that you can set the fastpass target server to vCenter just like an ESXi host, and you can execute standard host commands against it as well:
 


 

vi-admin@vma01:∼[vCenter01.vSphere.local]> vicfg-vswitch -l
The --vihost option must be specified when connecting to vCenter.
For a summary of command usage, type ‘/usr/bin/vicfg-vswitch --help’.
For documentation, type ‘perldoc /usr/bin/vicfg-vswitch’.



 



 

But wait! There’s an error. Notice that you must specify which ESXi host you want to actually execute the command against now that you are connecting to vCenter. Following the recommendation of the error message, you specify the host using the --vihost or -h option and execute the command:
 


 

vi-admin@vma01:∼[vCenter01.vSphere.local]> vicfg-vswitch -h vSphere01 -l
Switch Name    Num Ports    Used Ports    Configured Ports    MTU  Uplinks
vSwitch0    128           3        128           1500 vmnic0

  PortGroup Name        VLAN ID  Used Ports   Uplinks
  VM Network            0    0         vmnic0
  Management Network        0    1         vmnic0



 



 

You can do the same management tasks as before, just using the extra -h switch when executing each one. For example, you can set advanced options and kernel module options on multiple hosts by running the following:
 


 

vi-admin@vma01:∼> vifptarget -s vCenter01
vi-admin@vma01:∼[vCenter01.vSphere.local]> for server in “vSphere01 i
vSphere02 vSphere03 vSphere04 vSphere05”; do
echo “$server is being configured...”
> # see http://kb.vmware.com/kb/1268 for more info on this setting
> vicfg-advcfg -h $server -s 64 Disk.SchedNumReqOutstanding
> # see http://kb.vmware.com/kb/1267 for more info on this setting
> vicfg-module -h $server -s ql2xmaxqdepth=128 qla2xxx
> done
vi-admin@vma01:∼[vCenter01.vSphere.local]> vifptarget -c



 



 

VMware has been kind enough in this version of the vCLI to include the ability to enable vMotion on an interface from the command line. This makes it easy to configure a host almost entirely from the command line.
 

There are lots of ways this script could be improved; for example, there’s no error checking to ensure that a matching port group and VMkernel interface are actually found by the first command.
 

Leveraging the Perl Toolkit with vSphere Management Assistant
 

vMA’s fastpass with vCenter and the Perl SDK are a powerful combination. With a handful of helper scripts, you can administer a large number of hosts using the vCLI through vCenter.
 

Listing 14.5 is a Perl script that simply returns the hostnames in a cluster. This can be useful for configuring a cluster of ESXi hosts for a new datastore, a new vSwitch, or other items that you would want to match across all members of the cluster.
 


Listing 14.5: Get all hosts in a cluster by using the Perl SDK



 
#!/usr/bin/perl
#
# Script Name: ∼/bin/getClusterHosts.pl
# Usage: getClusterHosts.pl --server vCenter.your.domain clusterName
# Result: a newline delimited list of ESXihosts in the cluster
#
use strict;
use warnings;

# include the standard VMware perl SDK modules
use VMware::VIRuntime;

# some additional helper functions
use VMware::VIExt;

# define the options we need for our script
my %opts = (
  # we can use the special _default_ so that we do not have 
  # to provide a command line switch when calling our script.
  # The last parameter is assumed to be the clustername
  ‘_default_’ => {
    # this parameter is a string
    type => “=s”,

    # what is reported when the user passes the --help option
    help => “Name of the cluster to report hosts for”,

    # boolean to determine if the option is mandatory
    required => 1
  }
);

# add the options to the standard VMware options
Opts::add_options(%opts);

# parse the options from the command line
Opts::parse();

# ensure valid input was passed
Opts::validate();

# the user should have passed, or been prompted for, a 
# username and password as two of the standard VMware 
# options. connect using them now...
Util::connect();

# search the connected host (should be vCenter) for our cluster
my $clusterName = Opts::get_option(‘_default_’);
my $clusterView = Vim::find_entity_view(
    view_type => ‘ClusterComputeResource’,
    filter => { name => qr/($clusterName)/i }
  );

# ensure that we found something
if (! $clusterView) {
  VIExt::fail(“A cluster with name ” . $clusterName . “ was not found!”);
}

# now we want to search for hosts inside the cluster we just 
# retrieved a reference to
my $hostViews = Vim::find_entity_views(
    view_type => ‘HostSystem’,
    begin_entity => $clusterView,
    # limit the properties returned for performance
    properties => [ ‘name’ ]
  );

# print a simple newline delimited list of the found hosts
foreach my $host (@{$hostViews}) {
  print $host->name . “\n”;
}

# and destroy the session with the server
Util::disconnect();



 



 

Executing our script, you see the following results:
 


 

vi-admin@vma01:∼> getClusterHosts.pl --server vCenter01 cluster01
Enter username: administrator
Enter password:
vSphere01.vSphere.local
vSphere02.vSphere.local



 



 

Notice that we were prompted for the username and password. This is a feature of using the VIRuntime library. VMware has simplified things for developers by providing default options. These are the same as for all of the vCLI scripts, so --username and --password apply regardless of whether you are using an vCLI script or one that you created. If you pass the username and password arguments to the script via the command line, it will not prompt for them. Alternatively, using fastpass will also eliminate the need for a username and password to be supplied.
 

You can now combine your Perl script with bash and fastpass to configure an entire cluster with a new portgroup quickly and efficiently.
 


 

vi-admin@vma01:∼> vifptarget -s vCenter01
vi-admin@vma01:∼[vCenter01.vSphere.local]> for server in i
‘getClusterHosts.pl cluster01‘; do
> echo “$server is being configured...”
> vicfg-vswitch -h $server -A VLAN100 vSwitch0
> vicfg-vswitch -h $server -v 100 -p VLAN100 vSwitch0
> done
vSphere01.vSphere.local is being configured...
vSphere02.vSphere.local is being configured...
vi-admin@vma01:∼[vCenter01.get-admin.com]> vifptarget -c



 



 

This example is just a tiny portion of what can be done with the Perl toolkit. The vCLI does not include functionality for managing virtual servers; however, you can leverage the Perl toolkit and the SDK to manage VMs just like PowerCLI. Using the SDK, you can accomplish any task that can be done through the VI Client or PowerCLI; the difference is the level of effort required to get the same results. Additional sample Perl scripts can be found on vMA at /usr/lib/vmware-vcli/apps/ and /usr/share/doc/vmware-vcli/samples/.
 

Shell scripting is a fine art, and there is much, much more to writing shell scripts than the tiny snippets I’ve shown you here. Between shell scripts, vCenter Orchestrator workflows, and PowerCLI scripts, you should have all the tools you need at your disposal for automating your vSphere environment.
 

The Bottom Line
 


  






































































Identify some of the tools available for automating vSphere.


VMware offers a number of different solutions for automating your vSphere environment, including vCenter Orchestrator, PowerCLI, an SDK for Perl, an SDK for web service developers, and shell scripts in VMware ESXi. Each of these tools has its own advantages and disadvantages.

 

Master It

 

VMware offers a number of different automation tools. What are some guidelines for choosing which automation tool to use?

 

Configure vCenter Orchestrator.


vCenter Orchestrator is installed silently with vCenter Server, but before you can use vCenter Orchestrator, you must configure it properly. The web-based vCenter Orchestrator Configuration interface allows you to configure various portions of vCenter Orchestrator.

 

Master It

 

How can you tell whether some portion of the vCenter Orchestrator configuration is incomplete or incorrect?

 

Use a vCenter Orchestrator workflow.


After vCenter Orchestrator is configured and is running, you can use the vCenter Orchestrator Client to run a vCenter Orchestrator workflow. vCenter Orchestrator comes with a number of preinstalled workflows to help automate tasks.

 

Master It

 

An administrator in your environment configured vCenter Orchestrator and has now asked you to run a couple of workflows. However, when you log into the vCenter Server where vCenter Orchestrator is also installed, you don’t see the icons for vCenter Orchestrator. Why?

 

Create a PowerCLI script for automation.


VMware vSphere PowerCLI builds on the object-oriented PowerShell scripting language to provide administrators with a simple yet powerful way to automate tasks within the vSphere environment.

 

Master It

 

If you are familiar with other scripting languages, what would be the biggest hurdle in learning to use PowerShell and PowerCLI, other than syntax?

 

Use vCLI to manage ESXi hosts from the command line.


VMware’s remote command-line interface, or vCLI, is the new way of managing an ESXi host using the familiar esxcfg-* command set. By combining the features of fastpass with vCLI, you can seamlessly manage multiple hosts using the same command set from a single login.

 

Master It

 

Have you migrated management and configuration operations for which you currently use the ESXi command-line interface to vMA?

 

Use vCenter in combination with vMA to manage all your hosts.


The new version of vMA can use vCenter as a target. This means that you can manage all of your hosts using vCLI without having to manually add each host to the fastpass target list.

 

Master It

 

Use a combination of shell scripting with vCLI commands to execute commands against a number of hosts.

 

Employ the Perl toolkit and VMware SDK for virtual server operations from the command line.


The vCLI is designed for host management and consequently lacks tools for manipulating virtual servers. With the Perl toolkit, leveraged against the VMware SDK, any task that can be accomplished in the Virtual Infrastructure client can be done from the command line.

 

Master It

 

Browse the sample scripts and SDK documentation to discover the world of possibilities that are unlocked by using Perl, or any of the other supported languages, to accomplish management tasks.

 


  
Appendix A
 

The Bottom Line
 

Each of The Bottom Line sections in the chapters suggests exercises to deepen skills and understanding. Sometimes there is only one possible solution, but often you are encouraged to use your skills and creativity to create something that builds on what you know and lets you explore one of many possibilities.
 

Chapter 1: Introducing VMware vSphere 5
 

Identify the role of each product in the vSphere product suite.


The VMware vSphere product suite contains VMware ESXi and vCenter Server. ESXi provides the base virtualization functionality and enables features like Virtual SMP. vCenter Server provides management for ESXi and enables functionality like vMotion, Storage vMotion, vSphere Distributed Resource Scheduler (DRS), vSphere High Availability (HA), and vSphere Fault Tolerance (FT). Storage I/O Control (SIOC) and Network I/O Control (NetIOC) provide granular resource controls for VMs. The vStorage APIs for Data Protection (VADP) provide a backup framework that allows for the integration of third-party backup solutions into a vSphere implementation.

 

Master It

 

 Which products are licensed features within the VMware vSphere suite?

 

Solution

 

 Licensed features in the VMware vSphere suite are Virtual SMP, vMotion, Storage vMotion, vSphere DRS, vSphere HA, and vSphere FT.

 

Master It

 

 Which two features of VMware ESXi and VMware vCenter Server together aim to reduce or eliminate downtime due to unplanned hardware failures?

 

Solution

 

 vSphere HA and vSphere FT are designed to reduce (vSphere HA) and eliminate (vSphere FT) the downtime resulting from unplanned hardware failures.

 

Recognize the interaction and dependencies between the products in the vSphere suite


VMware ESXi forms the foundation of the vSphere product suite, but some features require the presence of vCenter Server. Features like vMotion, Storage vMotion, vSphere DRS, vSphere HA, vSphere FT, SIOC, and NetIOC require both ESXi as well as vCenter Server.

 

Master It

 

 Name three features that are supported only when using vCenter Server along with ESXi.

 

Solution

 

 All of the following features are available only with vCenter Server: vSphere vMotion, Storage vMotion, vSphere DRS, Storage DRS, vSphere HA, vSphere FT, SIOC, and NetIOC.

 

Master It

 

 Name two features that are supported without vCenter Server but with a licensed installation of ESXi.

 

Solution

 

 Features that are supported by VMware ESXi without vCenter Server include core virtualization features like virtualized networking, virtualized storage, vSphere vSMP, and resource allocation controls.

 

Understand how vSphere differs from other virtualization products.


VMware vSphere’s hypervisor, ESXi, uses a type 1 bare-metal hypervisor that handles I/O directly within the hypervisor. This means that a host operating system, like Windows or Linux, is not required in order for ESXi to function. Although other virtualization solutions are listed as “type 1 bare-metal hypervisors,” most other type 1 hypervisors on the market today require the presence of a “parent partition” or “dom0,” through which all VM I/O must travel.

 

Master It

 

 One of the administrators on your team asked whether he should install Windows Server on the new servers you purchased for ESXi. What should you tell him, and why?

 

Solution

 

 VMware ESXi is a bare-metal hypervisor that does not require the installation of a general-purpose host operating system. Therefore, it’s unnecessary to install Windows Server on the equipment that was purchased for ESXi.

 

Chapter 2: Planning and Installing VMware ESXi
 

Understand the differences between ESXi Installable and ESXi Embedded.


Although ESXi Installable and ESXi Embedded share the same core hypervisor technology and the same functionality, ESXi Embedded is an OEM solution that is designed to be preinstalled and integrated by equipment manufacturers; ESXi Installable (referred to just as ESXi in this chapter) is designed to be deployed and installed by customers.

 

Master It

 

 You’re evaluating ESXi Installable and ESXi Embedded and trying to decide which to use for the vSphere deployment within your company. What are some of the factors that might lead you to choose ESXi Installable over ESXi Embedded or vice versa?

 

Solution

 

 Hardware/manufacturer support would be one factor to consider. ESXi Embedded is offered only by certain hardware manufacturers and only for certain models of their servers. In the event you are planning on using a supported model/manufacturer, then ESXi Embedded can make your deployment very easy. If you aren’t planning on using a server supported for ESXi Embedded by the manufacturer, then you’re better off with ESXi Installable. ESXi Installable also offers more flexible deployment options.

 

Understand ESXi compatibility requirements.


Unlike traditional operating systems like Windows or Linux, ESXi has much stricter hardware compatibility requirements. This helps ensure a stable, well-tested product line that is able to support even the most mission-critical applications.

 

Master It

 

 You’d like to run ESXi Embedded, but your hardware vendor doesn’t have a model that includes ESXi Embedded. Should you go ahead and buy the servers anyway, even though the hardware vendor doesn’t have a model with ESXi Embedded?

 

Solution

 

 No. ESXi Embedded is intended to be deployed on a persistent storage device, such as firmware, within a server. Only servers found on the Hardware Compatibility List should be used.

 

Master It

 

 You have some older servers onto which you’d like to deploy ESXi. They aren’t on the Hardware Compatibility List. Will they work with ESXi?

 

Solution

 

 They might, but they won’t be supported by VMware. In all likelihood, the CPUs in these older servers don’t support some of the hardware virtualization extensions or don’t support 64-bit operation, both of which would directly impact the ability of ESXi to run on that hardware. You should choose only hardware that is on the Hardware Compatibility List.

 

Plan an ESXi deployment.


Deploying ESXi will affect many different areas of your organization — not only the server team but also the networking team, the storage team, and the security team. There are many issues to consider, including server hardware, storage hardware, storage protocols or connection types, network topology, and network connections. Failing to plan properly could result in an unstable and unsupported implementation.

 

Master It

 

 Name three areas of networking that must be considered in a vSphere design.

 

Solution

 

 Among other things, networking areas that must be considered include VLAN support, link aggregation, network speed (1 Gbps or 10 Gbps), load-balancing algorithms, and the number of NICs and network ports required.

 

Deploy ESXi.


ESXi can be installed onto any supported and compatible hardware platform. You have three different ways to deploy ESXi: you can install it interactively, you can perform an unattended installation, or you can use vSphere Auto Deploy to provision ESXi directly to the host memory of a server as it boots up. This last method is also referred to as a stateless configuration.

 

Master It

 

 Your manager asks you to provide him with a copy of the unattended installation script that you will be using when you roll out ESXi using vSphere Auto Deploy. Is this something you can give him?

 

Solution

 

 No. When using vSphere Auto Deploy, there is no installation script. The vSphere Auto Deploy server streams an ESXi image to the physical host as it boots up. Redeployment of an ESXi host with vSphere Auto Deploy can be as simple as a reboot.

 

Master It

 

 Name two advantages and two disadvantages of using vSphere Auto Deploy to provision ESXi hosts.

 

Solution

 

 Some advantages include fast provisioning, fast reprovisioning, and the ability to quickly incorporate new ESXi images or updates into the provisioning process. Some disadvantages include additional complexity and the need for additional configurations to address the stateless nature of the deployment.

 

Perform post-installation configuration of ESXi.


Following the installation of ESXi, some additional configuration steps may be required. For example, if the wrong NIC is assigned to the management network, then the server won’t be accessible across the network. You’ll also need to configure time synchronization.

 

Master It

 

 You’ve installed ESXi on your server, but the welcome web page is inaccessible, and the server doesn’t respond to a ping. What could be the problem?

 

Solution

 

 More than likely, the wrong NIC was selected for use with the management network. You’ll need to use the Direct Console User Interface (DCUI) directly at the physical console of the ESXi host in order to reconfigure the management network and restore network connectivity.

 

Install the vSphere Client.


ESXi is managed using the vSphere Client, a Windows-only application that provides the functionality to manage the virtualization platform. There are a couple different ways to obtain the vSphere Client installer, including running it directly from the VMware vCenter Installer or by downloading it using a web browser connected to the IP address of a vCenter Server instance.

 

Master It

 

 List two ways by which you can install the vSphere Client.

 

Solution

 

 Two ways are by downloading it from the Welcome To vSphere web page on a vCenter Server instance or by installing it from the vCenter Server installation media. You can also download the vSphere Client from VMware’s website.

 

Chapter 3: Installing and Confi guring vCenter Server
 

Understand the features and role of vCenter Server.


vCenter Server plays a central role in the management of ESXi hosts and VMs. Key features such as vMotion, Storage vMotion, vSphere DRS, vSphere HA, and vSphere FT are all enabled and made possible by vCenter Server. vCenter Server provides scalable authentication and role-based administration based on integration with Active Directory.

 

Master It

 

 Specifically with regard to authentication, what are three key advantages of using vCenter Server?

 

Solution

 

 First, vCenter Server centralizes the authentication so that user accounts don’t have to be managed on a per-host basis. Second, vCenter Server eliminates the need to share the root password for hosts or to use complex configurations to allow administrators to perform tasks on the hosts. Third, vCenter Server brings role-based administration for the granular management of hosts and VMs.

 

Plan a vCenter Server deployment.


Planning a vCenter Server deployment includes selecting a backend database engine, choosing an authentication method, sizing the hardware appropriately, and providing a sufficient level of high availability and business continuity. You must also decide whether you will run vCenter Server as a VM or on a physical system. Finally, you must decide whether you will use the Windows Server–based version of vCenter Server or deploy the vCenter Server virtual appliance.

 

Master It

 

 What are some of the advantages and disadvantages of running vCenter Server as a VM?

 

Solution

 

 Some of the advantages include the ability to easily clone the VM for backup or disaster-recovery purposes, the ability to take snapshots to protect against data loss or data corruption, and the ability to leverage features such as vMotion or Storage vMotion. Some of the disadvantages include the inability to cold clone the vCenter Server VM, cold migrate the vCenter Server VM, or edit the virtual hardware of the vCenter Server VM.

 

Master It

 

 What are some of the advantages and disadvantages of using the vCenter Server virtual appliance?

 

Solution

 

 Some of the advantages include a potentially much easier deployment (just use the Deploy OVF Template and perform post-deployment configuration instead of installing Windows Server, installing prerequisites, and finally installing vCenter Server), more services available with a single deployment, and no Windows Server licensing requirements. Disadvantages include a lack of support for linked mode groups and no support for external SQL Server databases.

 

Install and configure a vCenter Server database.


vCenter Server supports several enterprise-grade database engines, including Oracle and Microsoft SQL Server. IBM DB2 is also supported. Depending on the database in use, there are specific configuration steps and specific permissions that must be applied in order for vCenter Server to work properly.

 

Master It

 

 Why is it important to protect the database engine used to support vCenter Server?

 

Solution

 

 Although vCenter Server uses Microsoft Active Directory for authentication and Microsoft Active Directory application mode to store some replicated configuration data, the majority of the information managed by vCenter Server is stored in the backend database. The loss of the backend database would mean the loss of significant amounts of data that are crucial to the operation of vCenter Server. Organizations should take adequate steps to protect the backend database accordingly.

 

Install and configure vCenter Server.


vCenter Server is installed using the VMware vCenter Installer. You can install vCenter Server as a stand-alone instance or join a linked mode group for greater scalability. vCenter Server will use a predefined ODBC DSN to communicate with the separate database server.

 

Master It

 

 When preparing to install vCenter Server, are there any concerns about which Windows account should be used during the installation?

 

Solution

 

 With vCenter Server 5, no. The account just needs administrative permissions on the computer where vCenter Server is being installed. In previous versions, if you were using Microsoft SQL Server with Windows authentication, you had to log on to the computer that was going to run vCenter Server using the account that was previously configured with the appropriate permissions on the SQL Server and SQL database. This is because the earlier versions of the vCenter Server installer did not provide the ability to choose which account to use; it used the currently logged-on account. This is no longer the case with vCenter Server 5.

 

Use vCenter Server’s management features.


vCenter Server provides a wide range of management features for ESXi hosts and VMs. These features include scheduled tasks, topology maps, host profiles for consistent configurations, and event logging.

 

Master It

 

 Your manager has asked you to prepare an overview of the virtualized environment. What tools in vCenter Server will help you in this task?

 

Solution

 

 vCenter Server can export topology maps in a variety of graphics formats. The topology maps, coupled with the data found on the Storage Views, Hardware Status, and Summary tabs should provide enough information for your manager.

 

Chapter 4: Installing and Confi guring vSphere Update Manager
 

Install VUM and integrate it with the vSphere Client.


vSphere Update Manager (VUM) is installed from the VMware vCenter installation media and requires that vCenter Server has already been installed. Like vCenter Server, VUM requires the use of a backend database server. Finally, you must install a plug-in into the vSphere Client in order to access, manage, or configure VUM.

 

Master It

 

 You have VUM installed, and you’ve configured it from the vSphere Client on your laptop. One of the other administrators on your team is saying that she can’t access or configure VUM and that there must be something wrong with the installation. What is the most likely cause of the problem?

 

Solution

 

 The most likely cause is that the VUM plug-in hasn’t been installed in the other administrator’s vSphere Client. The plug-in must be installed on each instance of the vSphere Client in order to be able to manage VUM from that instance.

 

Determine which ESX/ESXi hosts or VMs need to be patched or upgraded.


Baselines are the “measuring sticks” whereby VUM knows whether an ESX/ESXi host or VM instance is up to date. VUM compares the ESX/ESXi hosts or guest OSes to the baselines to determine whether they need to be patched and, if so, what patches need to be applied. VUM also uses baselines to determine which ESX/ESXi hosts need to be upgraded to the latest version or which VMs need to have their VM hardware upgraded. VUM comes with some predefined baselines and allows administrators to create additional baselines specific to their environments. Baselines can be fixed — the contents remain constant — or they can be dynamic, where the contents of the baseline change over time. Baseline groups allow administrators to combine baselines and apply them together.

 

Master It

 

 In addition to ensuring that all your ESX/ESXi hosts have the latest critical and security patches installed, you also need to ensure that all your ESX/ESXi hosts have another specific patch installed. This additional patch is noncritical and therefore doesn’t get included in the critical patch dynamic baseline. How do you work around this problem?

 

Solution

 

 Create a baseline group that combines the critical patch dynamic baseline with a fixed baseline that contains the additional patch you want installed on all ESX/ESXi hosts. Attach the baseline group to all your ESX/ESXi hosts. When you perform remediation, VUM will ensure that all the critical patches in the dynamic baseline plus the additional patch in the fixed baseline are applied to the hosts.

 

Use VUM to upgrade VM hardware or VMware Tools.


VUM can detect VMs with outdated VM hardware versions and guest OSes that have outdated versions of the VMware Tools installed. VUM comes with predefined baselines that enable this functionality. In addition, VUM has the ability to upgrade VM hardware versions and upgrade the VMware Tools inside guest OSes to ensure that everything is kept up to date. This functionality is especially helpful after upgrading your ESX/ESXi hosts to version 5.0 from a previous version.

 

Master It

 

 You’ve just finished upgrading your virtual infrastructure to VMware vSphere. What two additional tasks should you complete?

 

Solution

 

 Upgrade the VMware Tools in the guest OSes and then the virtual machine hardware to version 8.

 

Apply patches to ESX/ESXi hosts.


Like other complex software products, VMware ESX and VMware ESXi need software patches applied from time to time. These patches might be bug fixes or security fixes. To keep your ESX/ESXi hosts up to date with the latest patches, VUM can apply patches to your hosts on a schedule of your choosing. In addition, to reduce downtime during the patching process or perhaps to simplify the deployment of patches to remote offices, VUM can also stage patches to ESX/ESXi hosts before the patches are applied.

 

Master It

 

 How can you avoid VM downtime when applying patches (for example, remediating) to your ESX/ESXi hosts?

 

Solution

 

 VUM automatically leverages advanced VMware vSphere features like Distributed Resource Scheduler (DRS). If you make sure that your ESX/ESXi hosts are configured in a DRS cluster, then VUM will leverage vMotion and DRS to move VMs to other ESX/ESXi hosts, avoiding downtime, in order to patch one host.

 

Apply patches to Windows guests.


VUM can check the compliance status of your ESXi hosts and your legacy ESX/ESXi hosts, your VM hardware, VMware Tools and certified virtual appliances. To ensure your software stack has all the available software patches and security fixes applied, you also need to consider the state of the guest OSes and applications running within the VMs.

 

Master It

 

 You are having a discussion with another VMware vSphere administrator about keeping hosts and guests updated. The other administrator insists that you can use VUM to keep guest OSes updated as well. Is this accurate?

 

Solution

 

 No, this is not accurate. Previous versions of VUM were capable of patching select versions of Windows and Linux guest OSes and some guest application software, but this functionality was deprecated in VUM with the introduction of vSphere 5.0. Native patch-management tools such as Windows Update and WSUS for Windows, apt and yum for Linux, or third-party software management tools should be employed.

 

Chapter 5: Creating and Confi guring Virtual Networks
 

Identify the components of virtual networking.


Virtual networking is a blend of virtual switches, physical switches, VLANs, physical network adapters, virtual adapters, uplinks, NIC teaming, VMs, and port groups.

 

Master It

 

 What factors contribute to the design of a virtual network and the components involved?

 

Solution

 

 Many factors contribute to a virtual network design. The number of physical network adapters in each ESXi host, using vSwitches versus Distributed Virtual Switches, the presence or use of VLANs in the environment, the existing network topology, and the connectivity needs of the VMs in the environment are all factors that will play a role in the final network design. These are some common questions to ask while designing the network:

 


 

 
	Do you have or need a dedicated network for management traffic, such as for the management of physical switches?
 

 
	Do you have or need a dedicated network for vMotion traffic?
 

 
	Are you using 1 Gb Ethernet or 10 Gb Ethernet?
 

 
	Do you have an IP storage network? Is this IP storage network a dedicated network? Are you running iSCSI or NAS/NFS?
 

 
	Is there a need for extremely high levels of fault tolerance for VMs?
 

 
	Is the existing physical network composed of VLANs?
 

 
	Do you want to extend the use of VLANs into the virtual switches?
 


 



 

Create virtual switches (vSwitches) and distributed virtual switches (dvSwitches).


vSphere introduces a new type of virtual switch, the vSphere Distributed Virtual Switch, as well as continuing to support the host-based vSwitch (now referred to as the vSphere Standard Switch) from previous versions. vSphere Distributed Switches bring new functionality to the vSphere networking environment, including private VLANs and a centralized point of management for ESXi clusters.

 

Master It

 

 You’ve asked a fellow vSphere administrator to create a vSphere Distributed Virtual Switch for you, but the administrator is having problems completing the task because he can’t find the right command-line switches for vicfg-vswitch. What should you tell this administrator?

 

Solution

 

 vSphere Distributed Virtual Switches can be created only by using the vSphere Client. Although the vicfg-vswitch command does have a few options for modifying an existing dvSwitch, creating a new dvSwitch will need to be done from the vSphere Client.

 

Install and perform basic configuration of the Cisco Nexus 1000V.


The Cisco Nexus 1000V is the first third-party Distributed Virtual Switch for vSphere. Running Cisco’s NX-OS, the Nexus 1000V uses a distributed architecture that supports redundant supervisor modules and provides a single point of management. Advanced networking functionality like quality of service (QoS), access control lists (ACLs), and SPAN ports is made possible via the Nexus 1000V.

 

Master It

 

 A vSphere administrator is trying to use the vSphere Client to make some changes to the VLAN configuration of a dvPort group configured on a Nexus 1000V, but the option to edit the settings for the dvPort group isn’t showing up. Why?

 

Solution

 

 The Cisco Nexus 1000V Virtual Supervisor Module (VSM) controls the creation, modification, and deletion of dvPort groups on the Virtual Ethernet Module (VEM) on each host. All changes to the dvPort groups must be made via the VSM; the dvPort groups cannot be modified in any way from the vSphere Client.

 

Create and manage NIC teaming, VLANs, and private VLANs.


NIC teaming allows for virtual switches to have redundant network connections to the rest of the network. Virtual switches also provide support for VLANs, which provide logical segmentation of the network, and private VLANs, which provide added security to existing VLANs while allowing systems to share the same IP subnet.

 

Master It

 

 You’d like to use NIC teaming to bond multiple physical uplinks together for greater redundancy and improved throughput. When selecting the NIC teaming policy, you select Route Based On IP Hash, but then the vSwitch seems to lose connectivity. What could be wrong?

 

Solution

 

 The Route Based On IP Hash load-balancing policy requires that the physical switch be also configured to support this arrangement. This is accomplished through the use of link aggregation, referred to as EtherChannel in the Cisco environment. Without an appropriate link aggregation configuration on the physical switch, using the IP hash load-balancing policy will result in a loss of connectivity. One of the other load-balancing policies, such as the default policy titled Route Based On Originating Virtual Port ID, may be more appropriate if the configuration of the physical switch cannot be modified.

 

Configure virtual switch security policies.


Virtual switches support security policies for allowing or rejecting Promiscuous Mode, allowing or rejecting MAC address changes, and allowing or rejecting forged transmits. All of the security options can help increase Layer 2 security.

 

Master It

 

 You have a networking application that needs to see traffic on the virtual network that is intended for other production systems on the same VLAN. The networking application accomplishes this by using Promiscuous mode. How can you accommodate the needs of this networking application without sacrificing the security of the entire virtual switch?

 

Solution

 

 Because port groups (or dvPort groups) can override the security policy settings for a virtual switch, and because there can be multiple port groups/dvPort groups that correspond to a VLAN, the best solution involves creating another port group that has all the same settings as the other production port group, including the same VLAN ID. This new port group should allow Promiscuous mode. Assign the VM with the networking application to this new port group, but leave the remainder of the VMs on a port group that rejects Promiscuous mode. This allows the networking application to see the traffic it needs to see without overly compromising the security of the entire virtual switch.

 

Chapter 6: Creating and Confi guring Storage Devices
 

Differentiate and understand the fundamentals of shared storage, including SANs and NAS.


vSphere depends on shared storage for advanced functions, cluster-wide availability, and the aggregate performance of all the VMs in a cluster. Designing high-performance and highly available shared storage infrastructure is possible on Fibre Channel, FCoE, and iSCSI SANs and is possible using NAS; in addition, it’s available for midrange to enterprise storage architectures. Always design the storage architecture to meet the performance requirements first, and then ensure that capacity requirements are met as a corollary.

 

Master It

 

 Identify examples where each of the protocol choices would be ideal for different vSphere deployments.

 

Solution

 

 iSCSI would be a good choice for a customer with no existing Fibre Channel SAN and getting started with vSphere. Fibre Channel would be a good choice for a customer with an existing Fibre Channel infrastructure or for those that have VMs with high-bandwidth (200 MBps+) requirements (not in aggregate but individually). NFS would be a good choice where there are many VMs with a low-bandwidth requirement individually (and in aggregate) that is less than a single link’s worth of bandwidth.

 

Master It

 

 Identify the three storage performance parameters and the primary determinant of storage performance and how to quickly estimate it for a given storage configuration.

 

Solution

 

 The three factors to consider are bandwidth (MBps), throughput (IOps), and latency (ms). The maximum bandwidth for a single datastore (or RDM) for Fibre Channel is the HBA speed times the number of HBAs in the system (check the fan-in ratio and number of Fibre Channel ports on the array). The maximum bandwidth for a single datastore (or RDM) for iSCSI is the NIC speed times the number of NICs in the system up to about 9 Gbps (check the fan-in ratio and number of Ethernet ports on the array). The maximum bandwidth for a single NFS datastore for NFS is the NIC link speed (across multiple datastores, the bandwidth can be balanced across multiple NIC). In all cases, the throughput (IOps) is primarily a function of the number of spindles (assuming no cache benefit and no RAID loss). A quick rule of thumb is that the total number of IOps = IOps × the number of that type of spindle. Latency is in milliseconds, though can get to tens of milliseconds in cases where the storage array is overtaxed.

 

Understand vSphere storage options.


vSphere has three fundamental storage presentation models: VMFS on block, RDM, and NFS. The most flexible configurations use all three, predominantly via a shared-container model and selective use of RDMs.

 

Master It

 

 Characterize use cases for VMFS datastores, NFS datastores, and RDMs.

 

Solution

 

 VMFS datastores and NFS datastores are shared-container models; they store virtual disks together. VMFS is governed by the block storage stack, and NFS is governed by the network stack. NFS is generally (without use of 10 GbE LANs) best suited to large numbers of low bandwidth (any throughput) VMs. VMFS is suited for a wide range of workloads. RDMs should be used sparingly for cases where the guest must have direct access to a single LUN.

 

Master It

 

 If you’re using VMFS and there’s one performance metric to track, what would it be? Configure a monitor for that metric.

 

Solution

 

 The metric to measure is queue depth. Use esxtop to monitor. A good nonperformance metric is the datastore-availability or used-capacity managed datastore alerts.

 

Configure storage at the vSphere layer.


After a shared storage platform is selected, vSphere needs a storage network configured. The network (whether Fibre Channel or Ethernet based) must be designed to meet availability and throughput requirements, which are influenced by protocol choice and vSphere fundamental storage stack (and in the case of NFS, the network stack) architecture. Proper network design involves physical redundancy and physical or logical isolation mechanisms (SAN zoning and network VLANs). With connectivity in place, configure LUNs and VMFS datastores and/or NFS exports/NFS datastores using the predictive or adaptive model (or a hybrid model). Use Storage vMotion to resolve hot spots and other non-optimal VM placement.

 

Master It

 

 What would best identify an oversubscribed VMFS datastore from a performance standpoint? How would you identify the issue? What is it most likely to be? What would be two possible corrective actions you could take?

 

Solution

 

 An oversubscribed VMFS datastore is best identified by evaluating the queue depth and would manifest as slow VMs. The best way to track this is with resxtop, using the QUED (the Queue Depth column). If the queue is full, take any or all of these courses of action: make the queue deeper and increase Disk.SchedNumReqOutstanding advanced parameter to match; vacate VMs (using Storage vMotion); and add more spindles to the LUN so that it can fulfill the requests more rapidly or move to a faster spindle type.

 

Master It

 

 A VMFS volume is filling up. What are three possible nondisruptive corrective actions you could take?

 

Solution

 

 The actions you could take are as follows:

 


 

 
	Use Storage vMotion to migrate some VMs to another datastore.
 

 
	Grow the backing LUN, and grow the VMFS volume.
 

 
	Add another backing LUN, and add another VMFS extent.
 


 



 

Master It

 

 What would best identify an oversubscribed NFS volume from a performance standpoint? How would you identify the issue? What is it most likely to be? What are two possible corrective actions you could take?

 

Solution

 

 The workload in the datastore is reaching the maximum bandwidth of a single link. The easiest way to identify the issue would be using the vCenter performance charts and examining the VMkernel NIC’s utilization. If it is at 100 percent, the only options are to upgrade to 10 GbE or to add another NFS datastore, add another VMkernel NIC, follow the load-balancing and high-availability decision tree to determine whether NIC teaming or IP routing would work best, and finally use Storage vMotion to migrate some VMs to another datastore (remember that the NIC teaming/IP routing works for multiple data stores, not for a single datastore). Remember that using Storage vMotion adds additional work to an already busy datastore, so consider scheduling it during a low I/O period, even though it can be done live.

 

Configure storage at the VM layer.


With datastores in place, create VMs. During the creation of the VMs, place VMs in the appropriate datastores, and employ selective use of RDMs but only where required. Leverage in-guest iSCSI where it makes sense, but understand the impact to your vSphere environment.

 

Master It

 

 Without turning the machine off, convert the virtual disks on a VMFS volume from thin to thick (eagerzeroedthick) and back to thin.

 

Solution

 

 Use Storage vMotion and select the target disk format during the Storage vMotion process.

 

Master It

 

 Identify where you would use a physical compatibility mode RDM, and configure that use case.

 

Solution

 

 One use case would be a Microsoft cluster (either W2K3 with MSCS or W2K8 with WFC). You should download the VMware Microsoft clustering guide and follow that use case. Other valid answers are a case where virtual-to-physical mobility of the LUNs is required or one where a Solutions Enabler VM is needed.

 

Leverage best practices for SAN and NAS storage with vSphere.


Read, follow, and leverage key VMware and storage vendors’ best practices/solutions guide documentation. Don’t oversize up front, but instead learn to leverage VMware and storage array features to monitor performance, queues, and backend load — and then nondisruptively adapt. Plan for performance first and capacity second. (Usually capacity is a given for performance requirements to be met.) Spend design time on availability design and on the large, heavy I/O VMs, and use flexible pool design for the general-purpose VMFS and NFS datastores.

 

Master It

 

 Quickly estimate the minimum usable capacity needed for 200 VMs with an average VM size of 40 GB. Make some assumptions about vSphere snapshots. What would be the raw capacity needed in the array if you used RAID 10? RAID 5 (4+1)? RAID 6 (10+2)? What would you do to nondisruptively cope if you ran out of capacity?

 

Solution

 

 Using rule-of-thumb math, 200 × 40 GB = 8 TB × 25 percent extra space (snapshots, other VMware files) = 10 TB. Using RAID 10, you would need at least 20 TB raw. Using RAID 5 (4+1), you would need 12.5 TB. Using RAID 6 (10+2), you would need 12 TB. If you ran out of capacity, you could add capacity to your array and then add datastores and use Storage vMotion. If your array supports dynamic growth of LUNs, you could grow the VMFS or NFS datastores, and if it doesn’t, you could add more VMFS extents.

 

Master It

 

 Using the configurations in the previous question, what would the minimum amount of raw capacity need to be if the VMs are actually only 20 GB of data in each VM, even though they are provisioning 40 GB and you used thick on an array that didn’t support thin provisioning? What if the array did support thin provisioning? What if you used Storage vMotion to convert from thick to thin (both in the case where the array supports thin provisioning and in the case where it doesn’t)?

 

Solution

 

 If you use thick virtual disks on an array that doesn’t support thin provisioning, the answers are the same as for the previous question. If you use an array that does support thin provisioning, the answers are cut down by 50 percent: 20 TB for RAID 10, 6.25 TB for RAID 5 (4+1), and 6 TB for RAID 6 (10+2). If you use Storage vMotion to convert to thin on the array that doesn’t support thin provisioning, the result is the same, just as it is if you do thin on thin.

 

Master It

 

 Estimate the number of spindles needed for 100 VMs that drive 200 IOps each and are 40 GB in size. Assume no RAID loss or cache gain. How many if you use 500 GB SATA 7,200 RPM? 300 GB 10K Fibre Channel/SAS? 300 GB 15K Fibre Channel/SAS? 160 GB consumer-grade SSD? 200 GB Enterprise Flash?

 

Solution

 

 This exercise highlights the foolishness of looking just at capacity in the server use case. 100 × 40 GB = 4 TB usable × 200 IOps = 20,000 IOps. With 500 GB 7200 RPM, that’s 250 drives, which have 125 TB raw (ergo non-optimal). With 300 GB 10K RPM, that’s 167 drives, which have 50 TB raw (ergo non-optimal). With 15K RPM, that’s 111 drives with 16 TB raw (getting closer). With consumer-grade SSD, that’s 20 spindles and 3.2 TB raw (too little). With EFD, that’s 4 spindles and 800 GB raw (too little). The moral of the story is that the 15K RPM 146 GB drive is the sweet spot for this workload. Note that the extra space can’t be used unless you can find a workload that doesn’t need any performance at all; the spindles are working as hard as they can. Also note that the 4 TB requirement was usable, and we were calculating the raw storage capacity. Therefore, in this case, RAID 5, RAID 6, and RAID 10 would all have extra usable capacity in the end. It’s unusual to have all VMs with a common workload, and 200 IOps (as an average) is relatively high. This exercise also shows why it’s efficient to have several tiers and several datastores for different classes of VMs (put some on SATA, some on Fibre Channel, some on EFD or SSD), because you can be more efficient.

 

Chapter 7: Ensuring High Availability and Business Continuity
 

Understand Windows clustering and the types of clusters.


Windows clustering plays a central role in the design of any high-availability solution for both virtual and physical servers. Microsoft Windows clustering gives us the ability to have application failover to the secondary server when the primary server fails.

 

Master It

 

 Specifically with regard to Windows clustering in a virtual environment, what are three different types of cluster configurations that you can have?

 

Solution

 

 The first is a cluster in a box, which is mainly used for testing or in a development environment where both nodes of a Windows cluster run on the same ESXi host. The second is the cluster across boxes, which is the most common form of clustering in a virtual environment. In this configuration, you have the ability to use Windows clustering on VMs that are running on different physical hosts. The third is the physical-to-virtual configuration where you have the best of both the physical and virtual worlds by having a Windows clustering node on both a physical server and a virtual server.

 

Master It

 

 What is the key difference between NLB clusters and Windows Failover clusters?

 

Solution

 

 Network Load Balancing (NLB) clusters are used primarily for scaling performance. Windows Failover clusters are primarily used for high availability and redundancy.

 

Use VMware vSphere’s built-in high-availability functionality.


VMware Virtual Infrastructure has high-availability options built in and available to you out of the box: vSphere High Availability (HA) and vSphere Fault Tolerance (FT). These options help you provide better uptime for your critical applications.

 

Master It

 

 What are the two types of high-availability options that VMware provides in vSphere, and how are they different?

 

Solution

 

 VMware provides two forms of high availability in vSphere. vSphere HA provides a form of high availability by having the ability to restart any VMs that were running on a host that crashes. vSphere Fault Tolerance (FT) uses vLockstep technology to record and replay a running VM on another host in the cluster. Failover from the primary VM to the secondary VM is without any downtime. vSphere HA restarts the VM in the event of failure; vSphere FT does not need to restart the VM because the secondary VM is kept in lockstep with the primary and can take over immediately in the event of a failure.

 

Recognize differences between different high-availability solutions.


A high-availability solution that operates at the Application layer, like Oracle Real Application Cluster (RAC), is different in architecture and operation from an OS-level clustering solution like Windows Failover clustering. Similarly, OS-level clustering solutions are very different from hypervisor-based solutions such as vSphere HA or vSphere FT. Each approach has advantages and disadvantages, and today’s administrators will likely need to use multiple approaches in their datacenter.

 

Master It

 

 Name one advantage of a hypervisor-based high-availability solution over an OS-level solution.

 

Solution

 

 Because it would operate beneath the guest OS level, it would operate independent of the guest OS and could therefore potentially support any number of different guest OSes. Depending on the implementation, hypervisor-based solutions might be simpler than OS-level solutions. For example, vSphere HA is generally less complex and easier to set up or configure than Windows Failover clustering.

 

Understand additional components of business continuity.


There are other components of ensuring business continuity for your organization. Data protection (backups) and replication of your data to a secondary location are two areas that can help ensure business continuity needs are satisfied, even in the event of a disaster.

 

Master It

 

 What are three methods to replicate your data to a secondary location and what is the golden rule for any continuity plan?

 

Solution

 

 First, you have the backup and restore method from tape. It is a best practice to send out backup tapes off site and, when they are needed for a disaster, have them shipped to the secondary site. Second, you have the ability to replicate your data by using block-level replication at the SAN level. This gives you the ability to replicate data over both short and long distances. Third, you can use a disk-to-disk backup appliance that also offers off-site replication to another location. This method offers shorter backup windows as well as the benefits of off-site backups. Finally, the golden rule for any successful continuity design is to test, test, and test again.

 

Chapter 8: Securing VMware vSphere
 

Configure and control authentication to vSphere.


Both ESXi and vCenter Server have authentication mechanisms, and both products have the ability to utilize local users and groups or users and groups defined in Active Directory. Authentication is a basic tenet of security; it’s important to verify that users are who they claim to be. You can manage local users and groups on your ESXi hosts using either the vSphere Client or the command-line interface (such as the vSphere Management Assistant). Both the Windows-based and the Linux-based virtual appliance versions of vCenter Server can leverage Active Directory for authentication as well.

 

Master It

 

 You’ve asked an administrator on your team to create some accounts on an ESXi host. The administrator is uncomfortable with the command line and is having a problem figuring out how to create the users. Is there another way for this administrator to perform this task?

 

Solution

 

 Yes, the administrator can use the vSphere Client and connect directly to the ESXi hosts on which the accounts need to be created.

 

Manage roles and access controls.


Both ESXi and vCenter Server possess a role-based access control system that combines users, groups, privileges, roles, and permissions. vSphere administrators can use this role-based access control system to define very granular permissions that define what users are allowed to do with the vSphere Client against an ESXi host or a vCenter Server instance. For example, vSphere administrators can limit users to specific actions on specific types of objects within the vSphere Client. vCenter Server ships with some sample roles that help provide an example of how you can use the role-based access control system.

 

Master It

 

 Describe the differences between a role, a privilege, and a permission in the ESXi/vCenter Server security model.

 

Solution

 

 A role is a combination of privileges; a role is assigned to a user or group. Privileges are specific actions (like power on a VM, power off a VM, configure a VM’s CD/DVD drive, or take a snapshot) that a role is allowed to perform. You combine privileges together into a role. Permissions are created when you assign a role (with its associated privileges) to an inventory object within ESXi or vCenter Server.

 

Control network access to services on ESXi hosts.


ESXi provides a network firewall that you can use to control network access to services on your ESXi hosts. This firewall can control both inbound and outbound traffic, and you have the ability to further limit traffic to specific source IP addresses or subnets.

 

Master It

 

 Describe how you can use the ESXi firewall to limit traffic to a specific source IP address.

 

Solution

 

 Within the Firewall Properties dialog box, the Firewall button allows you to specify a specific source IP address or source IP subnet.

 

Master It

 

 List a limitation of the built-in ESXi firewall.

 

Solution

 

 One limitation of the ESXi firewall is that you cannot define your own custom firewall rules. You are limited to enabling or disabling inbound and outbound traffic for only the traffic types that are already defined.

 

Integrate with Active Directory.


All the major components of vSphere — the ESXi hosts, vCenter Server (both the Windows Server–based version and the Linux-based virtual appliance), as well as the vSphere Management Assistant — all support integration into Microsoft Active Directory. This gives vSphere administrators the option of using Active Directory as their centralized directory service for all major components of vSphere 5.

 

Master It

 

 You’ve just installed a new ESXi host into your vSphere environment and you are trying to configure the host to enable integration with your Active Directory environment. For some reason, though, it doesn’t seem to work. What could be the problem?

 

Solution

 

 There could be a couple different issues at work here. First, the ESXi host needs to be able to resolve the domain name of the Active Directory domain via DNS. The ESXi host also needs to be able to locate the Active Directory domain controllers via DNS. This usually involves configuring the ESXi host to use the same DNS servers as the domain controllers. Second, there could be network connectivity issues; verify that the ESXi host has connectivity to the Active Directory domain controllers. If there are any firewalls between the ESXi host and the domain controllers, verify that the correct ports are open between the ESXi host and the domain controllers.

 

Chapter 9: Creating and Managing Virtual Machines
 

Create a virtual machine.


A VM is a collection of virtual hardware pieces, like a physical system — one or more virtual CPUs, RAM, video card, SCSI devices, IDE devices, floppy drives, parallel and serial ports, and network adapters. This virtual hardware is virtualized and abstracted from the underlying physical hardware, providing portability to the VM.

 

Master It

 

 Create two VMs, one intended to run Windows Server 2008 R2 and a second intended to run SLES 11 (64-bit). Make a list of the differences in the configuration that are suggested by the Create New Virtual Machine wizard.

 

Solution

 

 vCenter Server suggests 1 GB of RAM, an LSI Logic parallel SCSI controller, and a 16 GB virtual disk for 64-bit SLES 11; for Windows Server 2008 R2, the recommendations are 4 GB of RAM, an LSI Logic SAS controller, and a 40 GB virtual disk.

 

Install a guest operating system.


Just as a physical machine needs an operating system, a VM also needs an operating system. vSphere supports a broad range of 32-bit and 64-bit operating systems, including all major versions of Windows Server, Windows Vista, Windows XP, and Windows 2000, as well as various flavors of Linux, FreeBSD, Novell NetWare, and Solaris.

 

Master It

 

 What are the three ways in which a guest OS can access data on a CD/DVD, and what are the advantages of each approach?

 

Solution

 

 The three ways to access a CD/DVD are as follows:

 


 

 
	Client device: This has the advantage of being very easy to use; VMware administrators can put a CD/DVD into their local workstation and map it into the VM.
 

 
	Host device: The CD/DVD is physically placed into the optical drive of the ESXi host. This keeps the CD/DVD traffic off the network, which may be advantageous in some situations.
 

 
	An ISO image on a shared datastore: This is the fastest method and has the advantage of being able to have multiple VMs access the same ISO image at the same time. A bit more work may be required up front to create the ISO image.
 


 



 

Install VMware Tools


For maximum performance of the guest OS, it needs to have virtualization-optimized drivers that are specially written for and designed to work with the ESXi hypervisor. VMware Tools provides these optimized drivers as well as other utilities focused on better operation in virtual environments.

 

Master It

 

 A fellow administrator contacts you and is having a problem installing VMware Tools. This administrator has selected the Install/Upgrade VMware Tools command, but nothing seems to be happening inside the VM. What could be the cause of the problem?

 

Solution

 

 There could be any number of potential issues. First, a guest OS must be installed before VMware Tools can be installed. Second, if the VM is running Windows, AutoPlay may have been disabled. Finally, it’s possible — although unlikely — that the source ISO images for VMware Tools installation have been damaged or deleted and need to be replaced on the host.

 

Manage virtual machines.


Once a VM has been created, the vSphere Client makes it easy to manage the VM. Virtual floppy images and CD/DVD drives can be mounted or unmounted as necessary. vSphere provides support for initiating an orderly shutdown of the guest OS in a VM, although this requires that VMware Tools be installed. VM snapshots allow you to take a point-in-time “picture” of a VM so that administrators can roll back changes if needed.

 

Master It

 

 What are the three different ways an administrator can bring the contents of a CD/DVD into a VM?

 

Solution

 

 The administrator can insert the CD/DVD into the system running the vSphere Client and use the Client Device option in the Virtual Machine Properties dialog box to mount that CD/DVD into the VM. The administrator can also attach the physical CD/DVD drive in the host to the VM and mount the drive, or the administrator can convert the CD/DVD into an ISO image. Once converted, the ISO image can be uploaded into a datastore and mounted into a VM.

 

Master It

 

 What is the difference between the Shut Down Guest command and the Power Off command?

 

Solution

 

 The Shut Down Guest command uses VMware Tools to initiate an orderly shutdown of the guest OS. This ensures that the guest OS filesystem is consistent and that applications running in the guest OS are properly terminated. The Power Off command simply “yanks” the power from the VM, much like pulling the power cord out of the back of a physical system.

 

Modify virtual machines.


vSphere offers a number of features to make it easy to modify VMs after they have been created. Administrators can hot-add certain types of hardware, like virtual hard disks and network adapters, and some guest OSes also support hot-adding virtual CPUs or memory, although this feature must be enabled first.

 

Master It

 

 Which method is preferred for modifying the configuration of a VM — editing the VMX file or using the vSphere Client?

 

Solution

 

 Although it is possible to edit the VMX file to make changes, that method is error prone and is not recommended. Using the vSphere Client is the recommended method.

 

Master It

 

 Name the types of hardware that cannot be added while a VM is running.

 

Solution

 

 The following types of virtual hardware cannot be added while a VM is running: serial port, parallel port, floppy drive, CD/DVD drive, or PCI device.

 

Chapter 10: Using Templates and vApps
 

Clone a VM.


The ability to clone a VM is a powerful feature that dramatically reduces the amount of time to get a fully functional VM with a guest OS installed and running. vCenter Server provides the ability not only to clone VMs but also to customize VMs, ensuring that each VM is unique. You can save the information to customize a VM as a customization specification and then reuse that information over and over again. vCenter Server can even clone running VMs.

 

Master It

 

 Where and when can customization specifications be created in the vSphere Client?

 

Solution

 

 Administrators can create customization specifications using the Customization Specifications Manager, available from the vSphere Client home screen. Administrators can also create customization specifications while cloning VMs or deploying from templates by supplying answers to the Guest Customization Wizard and saving those answers as a customization specification.

 

Master It

 

 A fellow administrator comes to you and wants you to help streamline the process of deploying Solaris x86 VMs in your VMware vSphere environment. What do you tell him?

 

Solution

 

 You can use cloning inside vCenter Server to help clone VMs that are running Solaris x86, and that will help speed up the process of deploying new VMs. However, the Solaris administrator(s) will be responsible for customizing the configuration of the cloned VMs, because vCenter Server is unable to customize a Solaris guest OS installation as part of the cloning process.

 

Create a VM template.


vCenter Server’s templates feature is an excellent complement to the cloning functionality. With options to clone or convert an existing VM to a template, vCenter Server makes it easy to create templates. By creating templates, you ensure that your VM master image doesn’t get accidentally changed or modified. Then, once a template has been created, vCenter Server can clone VMs from that template, customizing them in the process to ensure that each one is unique.

 

Master It

 

 Of the following tasks, which are appropriate to be performed on a VM running Windows Server 2008 that will eventually be turned into a template?

 


A. Align the guest OS’s file system to a 64 KB boundary.

 

B. Join the VM to Active Directory.

 

C. Perform some application-specific configurations and tweaks.

 

D. Install all patches from the operating system vendor.

 



 

Solution

 


A. Yes. This is an appropriate task but unnecessary because Windows Server 2008 installs already aligned to a 64 KB boundary. Ensuring alignment ensures that all VMs then cloned from this template will also have their filesystems properly aligned.

 

B. No. This should be done by the vSphere Client Windows Guest Customization Wizard or a customization specification.

 

C. No. Templates shouldn’t have any application-specific files, tweaks, or configurations unless you are planning on creating multiple application-specific templates.

 

D. Yes. This helps reduce the amount of patching and updating required on any VMs cloned from this template.

 



 

Deploy new VMs from a template.


By combining templates and cloning, VMware vSphere administrators have a powerful way to standardize the configuration of VMs being deployed, protect the master images from accidental change, and reduce the amount of time it takes to stand up new guest OS instances.

 

Master It

 

 Another VMware vSphere administrator in your environment starts the wizard for deploying a new VM from a template. He has a customization specification he’d like to use, but there is one setting in the specification he wants to change. Does he have to create an all-new customization specification?

 

Solution

 

 No. He can select the customization specification he wants to use and then select Use The Customization Wizard To Customize This Specification to supply the alternate values he wants to use for this particular VM deployment.

 

Deploy a VM from an OVF template.


Open Virtualization Format (OVF, formerly Open Virtual Machine Format) templates provide a mechanism for moving templates or VMs between different instances of vCenter Server or even entirely different and separate installations of VMware vSphere. OVF templates combine the structural definition of a VM along with the data in the VM’s virtual hard disk and can either exist as a folder of files or as a single file. Because OVF templates include the VM’s virtual hard disk, OVF templates can contain an installation of a guest OS and are often used by software developers as a way of delivering their software preinstalled into a guest OS inside a VM.

 

Master It

 

 A vendor has given you a zip file that contains a VM they are calling a virtual appliance. Upon looking inside the zip file, you see several VMDK files and a VMX file. Will you be able to use vCenter Server’s Deploy OVF Template functionality to import this VM? If not, how can you get this VM into your infrastructure?

 

Solution

 

 You will not be able to use vCenter Server’s Deploy OVF Template feature; this requires that the virtual appliance be provided with an OVF file that supplies the information that vCenter Server is expecting to find. However, you can use vCenter Converter to perform a V2V conversion to bring this VM into the VMware vSphere environment, assuming it is coming from a compatible source environment.

 

Export a VM as an OVF template.


To assist in the transport of VMs between VMware vSphere installations, you can use vCenter Server to export a VM as an OVF template. The OVF template will include both the configuration of the VM as well as the data found in the VM.

 

Master It

 

 You are preparing to export a VM to an OVF template. You want to ensure that the OVF template is easy and simple to transport via a USB key or portable hard drive. Which format is most appropriate, OVF or OVA? Why?

 

Solution

 

 The OVA format is probably a better option here. OVA distributes the entire OVF template as a single file, making it easy to copy to a USB key or portable hard drive for transport. Using OVF would mean keeping several files together instead of working with only a single file.

 

Work with vApps.


vSphere vApps leverage OVF as a way to combine multiple VMs into a single administrative unit. When the vApp is powered on, all VMs in it are powered on, in a sequence specified by the administrator. The same goes for shutting down a vApp. vApps also act a bit like resource pools for the VMs contained within them.

 

Master It

 

 Name two ways to add VMs to a vApp.

 

Solution

 

 There are four ways to add VMs to a vApp: create a new VM in the vApp; clone an existing VM into a new VM in the vApp; deploy a VM into the vApp from a template; and drag and drop an existing VM into the vApp.

 

Chapter 11: Managing Resource Allocation
 

Manage virtual machine memory allocation.


In almost every virtualized datacenter, memory is the resource that typically comes under contention first. Most organizations run out of memory on their VMware ESXi hosts before other resources become constrained. Fortunately, VMware vSphere offers both advanced memory-management technologies as well as extensive controls for managing the allocation of memory and utilization of memory by VMs.

 

Master It

 

 To guarantee certain levels of performance, your IT director believes that all VMs must be configured with at least 8 GB of RAM. However, you know that many of your applications rarely use this much memory. What might be an acceptable compromise to help ensure performance?

 

Solution

 

 One way would be to configure the VMs with 8 GB of RAM and specify a reservation of only 2 GB. VMware ESXi will guarantee that every VM will get 2 GB of RAM, including preventing additional VMs from being powered on if there isn’t enough RAM to guarantee 2 GB of RAM to that new VM. However, the RAM greater than 2 GB is not guaranteed and, if it is not being used, will be reclaimed by the host for use elsewhere. If plenty of memory is available to the host, the ESXi host will grant what is requested; otherwise, it will arbitrate the allocation of that memory according to the shares values of the VMs.

 

Manage CPU utilization.


In a VMware vSphere environment, the ESXi hosts control VM access to physical CPUs. To effectively manage and scale VMware vSphere, administrators must understand how to allocate CPU resources to VMs, including how to use reservations, limits, and shares. Reservations provide guarantees to resources, limits provide a cap on resource usage, and shares help adjust the allocation of resources in a constrained environment.

 

Master It

 

 A fellow VMware administrator is a bit concerned about the use of CPU reservations. She is worried that using CPU reservations will “strand” CPU resources, preventing those reserved but unused resources from being used by other VMs. Are this administrator’s concerns well founded?

 

Solution

 

 For CPU reservations, no. While it is true that VMware must have enough unreserved CPU capacity to satisfy a CPU reservation when a VM is powered on, reserved CPU capacity is not “locked” to a VM. If a VM has reserved but unused capacity, that capacity can and will be used by other VMs on the same host. The other administrator’s concerns could be valid, however, for memory reservations.

 

Create and manage resource pools.


Managing resource allocation and usage for large numbers of VMs creates too much administrative overhead. Resource pools provide a mechanism for administrators to apply resource allocation policies to groups of VMs all at the same time. Resource pools use reservations, limits, and shares to control and modify resource allocation behavior, but only for memory and CPU.

 

Master It

 

 Your company runs both test/development workloads and production workloads on the same hardware. How can you help ensure that test/development workloads do not consume too many resources and impact the performance of production workloads?

 

Solution

 

 Create a resource pool and place all the test/development VMs in that resource pool. Configure the resource pool to have a CPU limit and a lower CPU shares value. This ensures that the test/development will never consume more CPU time than specified in the limit and that, in times of CPU contention, the test/development environment will have a lower priority on the CPU than production workloads.

 

Control network and storage I/O utilization.


Along with memory and CPU, network I/O and storage I/O make up the four major resource types that VMware vSphere administrators must effectively manage in order to have an efficient virtualized datacenter. By applying controls to network I/O and storage I/O, administrators can help ensure consistent performance, meet service-level objectives, and prevent one workload from unnecessarily consuming resources at the expense of other workloads.

 

Master It

 

 Name two limitations of Network I/O Control.

 

Solution

 

 Potential limitations of Network I/O Control include the fact that it works only with vSphere Distributed Switches, the ability to only control outbound network traffic, the fact that it requires vCenter Server in order to operate, or the fact that system network resource pools cannot be assigned to user-created port groups.

 

Master It

 

 What are the requirements for using Storage I/O Control?

 

Solution

 

 All datastores and ESXi hosts that will participate in Storage I/O Control must be managed by the same vCenter Server instance. In addition, Raw Device Mappings (RDMs) are not supported. Datastores must have only a single extent; datastores with multiple extents are not supported.

 

Chapter 12: Balancing Resource Utilization
 

Configure and execute vMotion.


vMotion is a feature that allows running VMs to be migrated from one physical ESXi host to another physical ESXi host with no downtime to end users. To execute vMotion, both the ESXi hosts and the VMs must meet specific configuration requirements. In addition, vCenter Server performs validation checks to ensure that vMotion compatibility rules are observed.

 

Master It

 

 A certain vendor has just released a series of patches for some of the guest OSes in your virtualized infrastructure. You request an outage window from your supervisor, but your supervisor says to just use vMotion to prevent downtime. Is your supervisor correct? Why or why not?

 

Solution

 

 Your supervisor is incorrect. vMotion can be used to move running VMs from one physical host to another, but it does not address outages within a guest OS because of reboots or other malfunctions. If you had been requesting an outage window to apply updates to the host, the supervisor would have been correct — you could use vMotion to move all the VMs to other hosts within the environment and then patch the first host. There would be no end-user downtime in that situation.

 

Master It

 

 Is vMotion a solution to prevent unplanned downtime?

 

Solution

 

 No. vMotion is a solution to address planned downtime of the ESXi hosts on which VMs are running, as well as to manually load balance CPU and memory utilization across multiple ESXi hosts. Both the source and destination ESXi hosts must be up and running and accessible across the network in order for vMotion to succeed.

 

Ensure vMotion compatibility across processor families.


vMotion requires compatible CPU families on the source and destination ESXi hosts in order to be successful. To help alleviate any potential problems resulting from changes in processor families over time, vSphere offers Enhanced vMotion Compatibility (EVC), which can mask differences between CPU families in order to maintain vMotion compatibility.

 

Master It

 

 Can you change the EVC level for a cluster while there are VMs running on hosts in the cluster?

 

Solution

 

 No, you cannot. Changing the EVC level means that new CPU masks must be calculated and applied. CPU masks can be applied only when VMs are powered off, so you can’t change the EVC level on a cluster when there are powered-on VMs in that cluster.

 

Configure and manage vSphere Distributed Resource Scheduler.


vSphere Distributed Resource Scheduler enables vCenter Server to automate the process of conducting vMotion migrations to help balance the load across ESXi hosts within a cluster. DRS can be as automated as desired, and vCenter Server has flexible controls for affecting the behavior of DRS as well as the behavior of specific VMs within a DRS-enabled cluster.

 

Master It

 

 You want to take advantage of vSphere DRS to provide some load balancing of virtual workloads within your environment. However, because of business constraints, you have a few workloads that should not be automatically moved to other hosts using vMotion. Can you use DRS? If so, how can you prevent these specific workloads from being affected by DRS?

 

Solution

 

 Yes, you can use DRS. Enable DRS on the cluster, and set the DRS automation level appropriately. For those VMs that should not be automatically migrated by DRS, configure the DRS automation level on a per-VM basis to Manual. This will allow DRS to make recommendations on migrations for these workloads but will not actually perform the migrations.

 

Use Storage vMotion.


Just as vMotion is used to migrate running VMs from one ESXi host to another, Storage vMotion is used to migrate the virtual disks of a running VM from one datastore to another. You can also use Storage vMotion to convert between thick and thin virtual disk types.

 

Master It

 

 A fellow administrator is trying to migrate a VM to a different datastore and a different host, but the option is disabled (grayed out). Why?

 

Solution

 

 Storage vMotion, like vMotion, can operate while a VM is running. However, in order to migrate a VM to both a new datastore and a new host, the VM must be powered off. VMs that are powered on can only be migrated using Storage vMotion or vMotion, but not both.

 

Master It

 

 Name two features of Storage vMotion that would help administrators cope with storage-related changes in their vSphere environment.

 

Solution

 

 Storage vMotion can be used to facilitate no-downtime storage migrations from one storage array to a new storage array, greatly simplifying the migration process. Storage vMotion can also migrate between different types of storage (FC to NFS, iSCSI to FC or FCoE), which helps vSphere administrators cope with changes in how the ESXi hosts access the storage. Finally, Storage vMotion allows administrators to convert VMDKs between thick and thin, to give them the flexibility to use whichever VMDK format is most effective for them.

 

Configure and manage Storage DRS.


Building on Storage vMotion just as vSphere DRS builds on vMotion, Storage DRS brings automation to the process of balancing storage capacity and I/O utilization. Storage DRS uses datastore clusters and can operate in manual or Fully Automated mode. Numerous customizations exist — such as custom schedules, VM and VMDK anti-affinity rules, and threshold settings — to allow administrators to fine-tune the behavior of Storage DRS for their specific environments.

 

Master It

 

 Name the two ways in which an administrator is notified that a Storage DRS recommendation has been generated.

 

Solution

 

 On the Storage DRS tab of a datastore cluster, the recommendation(s) will be listed with an option to apply the recommendations. In addition, on the Alarms tab of the datastore cluster, an alarm will be triggered to indicate that a Storage DRS recommendation exists.

 

Master It

 

 What is a potential disadvantage of using drag and drop to add a datastore to a datastore cluster?

 

Solution

 

 When using drag and drop to add a datastore to a datastore cluster, the user is not notified if the datastore isn’t accessible to all the hosts that are currently connected to the datastore cluster. This introduces the possibility that one or more ESXi hosts could be “stranded” from a VM’s virtual disks if Storage DRS migrates them onto a datastore that is not accessible from that host.

 

Chapter 13: Monitoring VMware vSphere Performance
 

Use alarms for proactive monitoring.


vCenter Server offers extensive alarms for alerting vSphere administrators to excessive resource consumption or potentially negative events. You can create alarms on virtually any type of object found within vCenter Server, including datacenters, clusters, ESXi hosts, and VMs. Alarms can monitor for resource consumption or for the occurrence of specific events. Alarms can also trigger actions, such as running a script, migrating a VM, or sending a notification email.

 

Master It

 

 What are the questions a vSphere administrator should ask before creating a custom alarm?

 

Solution

 

 You should ask yourself several questions before you create a custom alarm:

 


1. Does an existing alarm meet my needs?

 

2. What is the proper scope for this alarm? Do I need to create it at the datacenter level so that it affects all objects of a particular type within the datacenter or at some lower point?

 

3. What are the values this alarm needs to use?

 

4. What actions, if any, should this alarm take when it is triggered? Does it need to send an email or trigger an SNMP trap?

 



 

Work with performance graphs.


vCenter Server’s detailed performance graphs are the key to unlocking the information necessary to determine why an ESXi host or VM is performing poorly. The performance graphs expose a large number of performance counters across a variety of resource types, and vCenter Server offers functionality to save customized chart settings, export performance graphs as graphic figures or Excel workbooks, or view performance graphs in a separate window.

 

Master It

 

 You find yourself using the Chart Options link in the Advanced view of the Performance tab to set up the same graph over and over again. Is there a way to save yourself some time and effort so that you don’t have to keep re-creating the custom graph?

 

Solution

 

 Yes. After using the Customize Performance Chart dialog box to configure the performance graph to show the desired counters, use the Save Chart Settings button to save these settings for future use. The next time you need to access these same settings, they will be available from the Switch To drop-down list on the Advanced view of the Performance tab.

 

Gather performance information using command-line tools.


VMware supplies a few command-line tools that are useful in gathering performance information. For VMware ESXi hosts, resxtop provides real-time information about CPU, memory, network, or disk utilization. You should run resxtop from the VMware vMA. Finally, the vm-support tool can gather performance information that can be played back later using resxtop.

 

Master It

 

 Know how to run resxtop from the VMware vMA command line.

 

Solution

 

 Enter the command vm-support -p -i 10 -d 180. This creates a resxtop snapshot, capturing data every 10 seconds, for the duration of 180 seconds.

 

Monitor CPU, memory, network, and disk usage by ESXi hosts and VMs.


Monitoring usage of the four key resources — CPU, memory, network, and disk — can be difficult at times. Fortunately, the various tools supplied by VMware within vCenter Server can lead the vSphere administrator to the right solution. In particular, using customized performance graphs can expose the right information that will help a vSphere administrator uncover the source of performance problems.

 

Master It

 

 A junior vSphere administrator is trying to resolve a performance problem with a VM. You’ve asked this administrator to see whether it is a CPU problem, and the junior administrator keeps telling you that the VM needs more CPU capacity because the CPU utilization is high within the VM. Is the junior administrator correct, based on the information available to you?

 

Solution

 

 Based on the available information, not necessarily. A VM may be using all of the cycles being given to it, but because the overall ESXi host is CPU constrained, the VM isn’t getting enough cycles to perform acceptably. In this case, adding CPU capacity to the VM wouldn’t necessarily fix the problem. If the host is indeed constrained, then migrating VMs to other hosts or changing the shares or the CPU limits for the VMs on this host may help alleviate the problem.

 

Chapter 14: Automating VMware vSphere
 

Identify some of the tools available for automating vSphere.


VMware offers a number of different solutions for automating your vSphere environment, including vCenter Orchestrator, PowerCLI, an SDK for Perl, an SDK for web service developers, and shell scripts in VMware ESXi. Each of these tools has its own advantages and disadvantages.

 

Master It

 

 VMware offers a number of different automation tools. What are some guidelines for choosing which automation tool to use?

 

Solution

 

 One key factor is prior experience. If you have experience with creating scripts using Perl, then you will likely be most effective in using the vSphere SDK for Perl to create automation tools. Similarly, having prior experience or knowledge of PowerShell will mean you will likely be most effective using PowerCLI.

 

Configure vCenter Orchestrator.


vCenter Orchestrator is installed silently with vCenter Server, but before you can use vCenter Orchestrator, you must configure it properly. The web-based vCenter Orchestrator Configuration interface allows you to configure various portions of vCenter Orchestrator.

 

Master It

 

 How can you tell whether some portion of the vCenter Orchestrator configuration is incomplete or incorrect?

 

Solution

 

 The status indicators in the vCenter Orchestrator Configuration interface will be a red triangle for any configuration item that is incorrect or incomplete and will be a green circle for items that have been successfully configured.

 

Use a vCenter Orchestrator workflow.


After vCenter Orchestrator is configured and is running, you can use the vCenter Orchestrator Client to run a vCenter Orchestrator workflow. vCenter Orchestrator comes with a number of preinstalled workflows to help automate tasks.

 

Master It

 

 An administrator in your environment configured vCenter Orchestrator and has now asked you to run a couple of workflows. However, when you log into the vCenter Server where vCenter Orchestrator is also installed, you don’t see the icons for vCenter Orchestrator. Why?

 

Solution

 

 The vCenter Server installer creates the vCenter Orchestrator Start menu icons in the user-specific side of the Start menu, so they are visible only to the user who was logged on when vCenter Server was installed. Other users will not see the icons on the Start menu unless they are moved to the All Users portion of the Start menu.

 

Create a PowerCLI script for automation.


VMware vSphere PowerCLI builds on the object-oriented PowerShell scripting language to provide administrators with a simple yet powerful way to automate tasks within the vSphere environment.

 

Master It

 

 If you are familiar with other scripting languages, what would be the biggest hurdle in learning to use PowerShell and PowerCLI, other than syntax?

 

Solution

 

 Everything in PowerShell and PowerCLI is object based. Thus, when a command outputs results, those results are objects. This means you have to be careful to properly match object types between the output of one command and the input of the next command.

 

Use rCLI to manage ESXi hosts from the command line.


VMware’s remote command-line interface, or rCLI, is the new way of managing an ESXi host using the familiar esxcfg-* command set. By combining the features of fastpass with rCLI, you can seamlessly manage multiple hosts using the same command set from a single login.

 

Master It

 

 Have you migrated management and configuration operations for which you currently use the ESXi command-line interface to vMA?

 

Solution

 

 Migrating to vMA and the rCLI is extremely simple and can be done quickly using vMA’s fastpass technology. Once a host has been configured for fastpass, you can execute the same scripts that were previously used by setting the fastpass target to transparently pass the commands to the host.

 

Use vCenter in combination with vMA to manage all your hosts.


The new version of vMA can use vCenter as a target. This means that you can manage all of your hosts using rCLI without having to manually add each host to the fastpass target list.

 

Master It

 

 Use a combination of shell scripting with rCLI commands to execute commands against a number of hosts.

 

Solution

 

 Bash, the default shell for the vi-admin user, has a full-featured scripting environment capable of using functions, arrays, loops, and other control logic structures. Using these capabilities, in combination with the rCLI command set and fastpass, hosts in clusters can be efficiently configured to match.

 

Employ the Perl toolkit and VMware SDK for virtual server operations from the command line.


The rCLI is designed for host management and consequentially lacks tools for manipulating virtual servers. With the Perl toolkit, leveraged against the VMware SDK, any task that can be accomplished in the Virtual Infrastructure client can be done from the command line.

 

Master It

 

 Browse the sample scripts and SDK documentation to discover the world of possibilities that are unlocked by using Perl, or any of the other supported languages, to accomplish management tasks.

 

Solution

 

 Sample scripts are provided with the Perl toolkit on vMA at /usr/share/doc/vmware-viperl/samples. Additional utility scripts for assisting development of Perl applications can be found at /usr/lib/vmware-viperl/apps in the vMA’s file structure. Refer to the documentation for their location when you install the Perl toolkit on a Windows server or desktop. SDK documentation can be found at http://www.vmware.com/sdk.

 


  
Index
 

A
 

AAA model
 

AAM (Automated Availability Manager)
 

acceleration
 

block zeroing

 

full copy

 

VAAI

 

Acceleration Kits
 

accepteula command
 

access control lists (ACLs)
 

access ports in VLANs
 

access to hosts
 

accounting in AAA model
 

ACLs (access control lists)
 

Actions tab for alarms
 

activation
 

iSCSI initiators

 

VMs

 

active-active storage systems
 

Active Directory
 

integration

 

permissions for

 

and vCenter Server

 

Active Directory Application Mode (ADAM)
 

active-passive storage systems
 

adapters
 

CNAs

 

Distributed Switches

 

HBAs

 

SCSI

 

adaptive schemes in storage design
 

Add-DeployRule cmdlet
 

Add-EsxSoftwareDepot command
 

Add Features Wizard
 

Add Host To vSphere Distributed Switch wizard
 

Add Host Wizard
 

Add Network Wizard
 

Add New Role dialog box
 

Add New User dialog box
 

Add Physical Adapter dialog box
 

Add Send Target Server dialog box
 

Add Storage dialog box
 

Add Storage Adapter dialog box
 

Add Storage Capability dialog box
 

Add Storage wizard
 

Add To Inventory wizard
 

Add Virtual Adapter dialog box
 

Address Resolution Protocol (ARP)
 

--addvmportgroup parameter
 

Administration menu
 


  












































































Administrators
 

description

 

passwords

 

vCenter Server

 

Admission Control and Admission Control Policy settings
 

Advanced IP Allocation dialog box
 

Advanced layout in performance graphs
 

Advanced Options page
 

Advanced Runtime Info dialog box
 

Advanced settings
 

NFS datastores

 

syslog

 

vApps

 

vCenter Server

 

affinity
 

CPU

 

DRS

 

creating


host


agents
 

HA

 

host

 

VM

 

Alarm Settings dialog box
 

alarms
 

creating

 

dvPort groups

 

managing

 

overview

 

range and frequency

 

resource consumption

 

scopes

 

SDRS

 

vCenter Server

 

Alarms privilege
 

Alarms tab
 

dvPort groups

 

vCenter Server hosts

 

aligning
 

virtual disks

 

VM filesystems

 

allocation. See resource allocation
 

ALUA (Asymmetric Logical Unit Access)
 

anti-affinity rules
 

APIs
 

storage devices

 

VADP

 

vCenter Server

 

Append A Numeric Value To Ensure Uniqueness option
 

AppHA product
 

Application layer in HA
 

arbitrated loop (FC-AL) Fibre Channel
 

ARP (Address Resolution Protocol)
 

arrays
 

architectures

 

auto-tiering

 

data protection

 

midrange and enterprise

 

RAID

 

thin provisioning

 

Assign A New Signature option
 

Assign Permissions dialog box
 

Assign User-Defined Storage Capability dialog box
 

assigning
 

storage I/O shares

 

VMFS datastore capability

 

Asymmetric Logical Unit Access (ALUA)
 

asymmetric storage systems
 

asynchronous replication
 

atomic test and set (ATS)
 

Attach Baseline Or Group dialog box
 

attaching baselines
 

authentication
 

in AAA model

 

Active Directory integration

 

CHAP

 

local users and groups

 

overview

 

in security model

 

vCenter Server

 

vSphere Client

 

VUM

 

authorization in AAA model
 

Auto Deploy
 

image profiles

 

privileges

 

rules

 

server installation

 

TFTP and DHCP configuration

 

auto-tiering arrays
 

Automated Availability Manager (AAM)
 

Automatically Log On As The Administrator option
 

automation
 

benefits

 

DRS behavior

 

Perl

 

PowerCLI. See PowerCLI

 

SDRS settings

 

vCenter

 

vCLI

 

VM restart

 

workflows. See vCenter Orchestrator (vCO)

 

AutoPlay dialog box
 

AutoRun dialog box
 

availability. See High Availability (HA)
 

Average Bandwidth value
 

B
 

backend databases
 

vCenter Server

 

Oracle


SQL Server


vApp


vCO

 

backups
 

before upgrades

 

VMs

 

ballooning, memory
 

bandwidth
 

array storage

 

NFS datastores

 

traffic shaping

 

bare-metal hypervisors
 

baselines
 

upgrade

 

VUM

 

Baselines And Groups settings
 

beacon-probing failover-detection
 

Bind With VMkernel Network Adapter dialog box
 

bitmaps in vMotion
 

Block policy for dvPort groups
 

block sizes in VMFS
 

block zeroing
 

boot options for unattended installation
 

--bootproto parameter
 

boundaries in vMotion
 

Bridge Protocol Data Units (BPDUs)
 

built-in alarms
 

built-in roles
 

Burst Size value
 

business continuity
 

data protection

 

disaster recovery

 

BusLogic controllers
 

C
 

cache memory
 

capabilities of storage devices
 

capacity of storage devices
 

capturing performance data
 

CBT (Changed Block Tracking)
 

CD/DVD drives
 

CDP (Cisco Discovery Protocol)
 

CEE (Converged Enhanced Ethernet)
 

certificates
 

FT

 

vCenter Server

 

vCO

 

Challenge Authentication Protocol (CHAP)
 

Change EVC Mode dialog box
 

Changed Block Tracking (CBT)
 

CHAP (Challenge Authentication Protocol)
 

Chart Options link
 

charts. See graphs, performance
 

CIM (Common Information Management)
 

Cisco Discovery Protocol (CDP)
 

Cisco Nexus 1000V switch
 

configuring

 

connecting to vCenter Server

 

hosts for

 

installing

 

setting up

 

Cisco switches
 

CLI access control
 

Client
 

authentication

 

mapping to optical disks

 

post-installation

 

for syslog

 

Clone To Template option
 

Clone vApp Wizard
 

Clone Virtual Machine wizard
 

cloning
 

vApps

 

VMs

 

overview


steps


to templates


cluster across boxes
 

failover clusters

 

first cluster nodes

 

overview

 

second cluster nodes

 

Cluster Configuration Issues dialog box
 

cluster in a box
 

Cluster Status dialog box
 

clusters
 

CPU affinity

 

datastore

 

DRS. See Distributed Resource Scheduler (DRS)

 

EVC

 

FT

 

HA

 

NLB

 

retrieving hosts in

 

unbalanced

 

vCenter Server

 

WFC. See Windows Failover Clustering (WFC)

 

cmdlets
 

CNAs (converged network adapters)
 

collection intervals for statistics
 

Common Information Management (CIM)
 

community VLANs
 

compatibility in vMotion
 

compression, memory
 

Configuration tab
 

vCenter Server hosts

 

VUM

 

Configure Management Network menu
 

congestion threshold setting
 

Connect At Power On option
 

Connect-VIServer cmdlet
 

connections
 

Cisco Nexus 1000V

 

iSCSI

 

vCO

 

consolidated communities of VMs
 

contention, resource
 

continuity, business
 

data protection

 

disaster recovery

 

continuous availability. See Fault Tolerance (FT)
 

controllers
 

storage processors

 

virtual SCSI adapters

 

Converged Enhanced Ethernet (CEE)
 

Converged Network Adapters (CNAs)
 

Convert To Template option
 

copies of VMFS datastore
 

cores, CPU
 

counters, performance
 

CPUs

 

datastores

 

disks

 

issues

 

memory

 

networks

 

Storage Path

 

system

 

CPU Fairness counter
 

CPU Identification Mask dialog box
 

CPU Ready counter
 

CPU Usage In MHz (Average) counter
 

CPU Used (%USED) counter
 

CPUs
 

affinity

 

cores

 

hot-adding

 

limits

 

masking

 

performance graphs

 

reservations

 

shares

 

sockets

 

storage processors

 

summary

 

usage

 

default allocation


monitoring


resource pools for


vCenter Server host settings

 

vMotion

 

VMs

 

crash-consistent behavior
 

crash-resiliency
 

Create A New Data Source Wizard
 

Create A New Virtual Disk option
 

Create Cluster Wizard
 

Create Distributed Port Group Wizard
 

Create New Data Source To SQL Server dialog box
 

Create New Group dialog box
 

Create New Virtual Machine wizard
 

Create New VM Storage Profile wizard
 

Create Resource Pool dialog box
 

Create SDRS Schedule Task Wizard
 

CREATE USER statement
 

Create vSphere Distributed Switch wizard
 

Critical Host Patches baseline
 

Current Disk Layout screen
 

custom attributes
 

custom roles
 

customization specifications in vCenter Server
 

Customize Performance Chart dialog box
 

CPU usage

 

disk usage

 

intervals

 

memory

 

network usage

 

resource types

 

settings

 

Customize Using An Existing Customization Specification option
 

Customize Using The Customization Wizard option
 

D
 

Data Center Bridging (DCB) effort
 

data protection
 

arrays

 

VM backups

 

VMware Data Recovery

 

data source name (DSN)
 

Database page
 

Database Retention Policy page
 

databases and database servers
 

vCenter Server

 

configuring


Oracle


selecting


settings


size estimates


SQL Server


vCO

 

VUM

 

Databases And Datastore Clusters view
 

Datacenter Ethernet (DCE)
 

Datacenter privilege
 

datacenters in vCenter Server
 

Datastore Browser
 

virtual disks

 

VMs

 

Datastore Cluster privilege
 

datastore clusters
 

Datastore Consumer role
 

datastore heartbeating
 

Datastore ISO File option
 

Datastore Manage Paths dialog box
 

Datastore Name Properties dialog box
 

Datastore privilege
 

Datastore Properties dialog box
 

datastores
 

vs. datastore clusters

 

NFS. See Network File System (NFS) datastores

 

performance graphs

 

VMFS. See Virtual Machine File System (VMFS) datastores

 

Datastores And Datastore Clusters inventory view
 

DB2 databases
 

DCB (Data Center Bridging) effort
 

DCE (Datacenter Ethernet)
 

DCUI (Direct Console User Interface)
 

dedicated vs. shared uplinks
 

defaults
 

CPU allocation

 

roles

 

vApp power settings

 

VUM port settings

 

defense in depth
 

deflating process
 

deleting
 

alarms

 

dvPort groups

 

local users and groups

 

snapshots

 

VMs

 

delta disks
 

demilitarized zones (DMZs)
 

Deploy OVF Template dialog box
 

Deploy Template Wizard
 

Deploy Virtual Machine From This Template option
 

deployment
 

with Auto Deploy

 

ESXi Embedded

 

interactive installation

 

planning. See planning deployment

 

post-installation configuration

 

unattended installation

 

vCenter Server virtual appliance

 

VMs from templates

 

OVF


steps


descriptions
 

customization specifications

 

snapshots

 

Destination Folder screen
 

Detach Baseline dialog box
 

detaching baselines
 

deterministic events
 

Device Manager
 

DHCP (Dynamic Host Configuration Protocol)
 

configuring

 

IP addresses

 

differencing disks
 

Direct Console User Interface (DCUI)
 

dirty memory
 

disabling SDRS
 

disaster recovery
 

discovery in iSCSI
 

Disk Read Rate counter
 

Disk Usage (Average, Rate) counter
 

Disk Write Rate counter
 

disks
 

array storage

 

performance graphs

 

resxtop statistics

 

usage monitoring

 

virtual. See virtual disks

 

Distributed Power Management (DPM)
 

vCenter Server hosts

 

VUM

 

Distributed Resource Scheduler (DRS)
 

FT with

 

Fully Automated behavior

 

Manual behavior

 

overview

 

Partially Automated behavior

 

resource utilization

 

rules

 

host affinity


per-VM DRS


VM affinity


VM anti-affinity


Storage. See Storage DRS (SDRS)

 

with VUM

 

Distributed Switches
 

adapters

 

Cisco Nexus 1000V. See Cisco Nexus 1000V switch

 

creating

 

dvPort groups

 

Netflow

 

ports

 

private VLANs

 

removing

 

removing hosts from

 

security

 

switch discovery protocols

 

virtual networks

 

Distributed Virtual Port (dvPort) Group privilege
 

DMZs (demilitarized zones)
 

DNS (Domain Naming System)
 

configuration

 

name resolution

 

DNS And Routing area settings
 

Do Not Create Disk option
 

Do Not Customize option
 

Domain Naming System (DNS)
 

configuration

 

name resolution

 

Download Schedule settings
 

Download Settings section
 

Downloading System Logs Bundles dialog box
 

downstream VLANs
 

downtime, planning for
 

DPM (Distributed Power Management)
 

vCenter Server hosts

 

VUM

 

drag-and-drop operations in networks
 

drivers
 

balloon

 

paravirtualized

 

DRS. See Distributed Resource Scheduler (DRS)
 

DSN (data source name)
 

DTP (Dynamic Trunking Protocol)
 

dvPort groups
 

creating

 

PVLANs

 

virtual networks

 

dvSwitch Settings dialog box
 

dvSwitches. See Distributed Switches
 

dvUplink ports
 

dynamic baselines
 

dynamic discovery
 

Dynamic Host Configuration Protocol (DHCP)
 

configuring

 

IP addresses

 

Dynamic Trunking Protocol (DTP)
 

E
 

e1000 virtual adapters
 

eagerly zeroed disks
 

Edit Annotations window
 

Edit Cluster dialog box
 

HA

 

SDRS

 

automation settings


General settings


rules


runtime behavior


schedules


VM settings


Edit Congestion Threshold dialog box
 

Edit Role dialog box
 

Edit User dialog box
 

Edit vApp Settings dialog box
 

editing
 

alarms

 

local users and groups

 

roles

 

vApps

 

editions
 

email
 

SMTP Server notifications

 

vCenter Server

 

Enable CPU Hot Add Only For This Virtual Machine option
 

Enable Host Monitoring option
 

Enable I/O Metric For SDRS Recommendations option
 

Enable Individual Virtual Machine Automation Levels option
 

Enable Memory Hot Add For This Virtual Machine
 

Enable VM Storage Profiles dialog box
 

enabling
 

HA

 

SDRS

 

SIOC

 

End User License Agreement (EULA)
 

ESXi

 

vCenter Server virtual appliance

 

engines
 

Enhanced vMotion Compatibility (EVC)
 

Enter A Name In The Deploy Wizard option
 

Enterprise Acceleration Kit
 

Enterprise Edition
 

Enterprise Plus Acceleration Kit
 

Enterprise Plus Edition
 

enterprise storage array design
 

EPTs (Extended Page Tables)
 

Essentials Kits
 

ESX Agent Manager privilege
 

ESX Host/Cluster Settings section
 

esxcfg-vmknic command
 

esxcfg-vswitch cmdlet
 

esxcli command
 

ESXi Embedded deployment
 

ESXi firewall, network access via
 

ESXi hosts. See hosts
 

ESXi Images section
 

ESXi Installable vs. ESXi Embedded
 

esxupdate tool
 

/etc/hosts file
 

EtherChannel
 

EULA (End User License Agreement)
 

ESXi

 

vCenter Server virtual appliance

 

Evaluate I/O Load Every option
 

EVC (Enhanced vMotion Compatibility)
 

Events tab in VUM
 

Events view in vCenter Server
 

Execute Disable (XD) feature
 

Expandable Reservation option
 

Export-EsxImageProfile cmdlet
 

Export OVF Template dialog box
 

Export System Logs Wizard
 

exporting
 

system logs

 

VMs as OVF template

 

Extended Page Tables (EPTs)
 

Extended Statistics feature
 

Extension privilege
 

extensions, scanning for
 

extents in VMFS
 

external connectivity for storage arrays
 

external workloads and SOIC
 

F
 

failover
 

cluster across boxes

 

configuring

 

hosts

 

NFS datastores

 

settings

 

Failure Interval setting
 

Failure Window setting
 

fan-in ratio
 

fastpass functionality
 

Fault Domain Manager (FDM)
 

Fault Tolerance (FT)
 

DRS

 

with HA

 

implementing

 

overview

 

use cases

 

VUM

 

FC-AL (arbitrated loop) Fibre Channel
 

FC-P2P (point-to-point) Fibre Channel
 

FC-SW (switched) Fibre Channel
 

FCoE (Fibre Channel over Ethernet)
 

LUNs via

 

overview

 

FCoE Initialization Protocol (FIP)
 

FDM (Fault Domain Manager)
 

feature support for storage devices
 

Fibre Channel
 

LUNs via

 

overview

 

for WFC

 

Fibre Channel over Ethernet (FCoE)
 

LUNs via

 

overview

 

filesystem alignment
 

Filter By VDS link
 

FIP (FCoE Initialization Protocol)
 

Firewall Properties dialog box
 

Firewall Settings dialog box
 

firewalls
 

network access via

 

VUM

 

--firstdisk parameter
 

fixed baselines
 

Fixed IP allocation
 

Fixed paths
 

flat disks
 

Flexible virtual NICs
 

FlexMigration
 

floppy drives
 

Folder Of Files format
 

Folder privilege
 

forged transmits
 

Format-List cmdlet
 

frequency setting for alarms
 

FT. See Fault Tolerance (FT)
 

full copies, hardware-accelerated
 

Full File Clone functionality
 

Fully Automated mode
 

DRS

 

SDRS

 

G
 

gateway boot option
 

--gateway parameter
 

GbE (Gigabit Ethernet) networks
 

fan-in ratio

 

vMotion

 

General settings for SDRS
 

Generate New Security ID (SID) option
 

Get-Command cmdlet
 

Get-DeployRuleSet cmdlet
 

Get-ExecutionPolicy cmdlet
 

Get-Help cmdlet
 

Get-Member cmdlet
 

Get-NetworkAdapter cmdlet
 

Get-ResourcePool cmdlet
 

Get-Snapshot cmdlet
 

Get-VICommand cmdlet
 

Get-VM cmdlet
 

Get-VMGuest cmdlet
 

Get-VMHost cmdlet
 

Getting Started tab in vCenter Server
 

Gigabit Ethernet (GbE) networks
 

fan-in ratio

 

vMotion

 

Global privilege
 

granting permissions
 

granularity of roles and privileges
 

graphs, performance
 

Advanced layout

 

CPUs

 

datastores

 

disks

 

intervals

 

memory

 

networks

 

Overview layout

 

resource types

 

settings

 

Storage Path

 

system

 

Group Lookup Base setting
 

groups
 

authenticating

 

baseline

 

host


VUM


creating

 

deleting

 

dvPort

 

creating


PVLANs


virtual networks


editing

 

permissions

 

in security model

 

uplink

 

VM port

 

adding


Standard Switches


virtual networks


growth
 

degradation from

 

plans for

 

Guest Customization page
 

guest operating systems
 

Guest Shutdown setting
 

Guided Consolidation plug-in
 

H
 

HA. See High Availability (HA)
 

hard disks. See disks; virtual disks
 

hardware
 

upgrades

 

vCenter Server

 

VMs

 

hardware acceleration
 

block zeroing

 

full copy

 

VAAI

 

hardware-assisted locking
 

Hardware Compatibility List (HCL)
 

Hardware Status tab
 

Hardware Virtualization
 

hash-based load-balancing
 

HBAs (host bus adapters)
 

HBR (Host Based Replication) Traffic
 

HCL (Hardware Compatibility List)
 

header files in VMDK
 

heads
 

Heartbeat Datastores tab
 

heartbeats
 

HA

 

NFS datastores

 

High Availability (HA)
 

admission control

 

capability testing

 

clustering. See clusters; Windows Failover Clustering (WFC)

 

datastore heartbeating

 

enabling

 

example experience

 

FT. See Fault Tolerance (FT)

 

functionality

 

layers

 

managing

 

NFS datastores

 

overview

 

storage devices

 

vCenter Server

 

VM options

 

isolation response


monitoring


VM Restart Priority options


vMotion

 

VUM

 

High Availability Admission Control
 

high-throughput workloads
 

history in SDRS
 

home screen in vCenter Server
 

Host Based Replication (HBR) Traffic
 

host bus adapters (HBAs)
 

Host Cache Configuration settings
 

Host Device option
 

Host Failures The Cluster Tolerates option
 

Host Isolation Response setting
 

Host Limit setting
 

Host privilege
 

Host Profile privilege
 

Host Profiles view
 

Host Remediation Options page
 

--hostname parameter
 

hosts
 

Active Directory integration

 

affinity rules

 

attaching baselines to

 

Cisco Nexus 1000V

 

Distributed Switches

 

dvPort groups

 

extension baselines

 

failover

 

FT

 

HA

 

logging

 

migrating VMs on

 

patches

 

importance


scanning for


staging


permissions. See permissions

 

remediating

 

retrieving

 

security. See security

 

syslog on

 

upgrades

 

baseline


extensions


process


scanning for


VM hardware


vCenter Server

 

configuring


Events view


managing


Maps feature


number of


profiles


scheduled tasks


Hosts And Clusters view
 

hot-add functionality
 

hot sparing
 

HTTPS (HTTP over Secure Sockets Layer)
 

hurricanes
 

Hyper-V
 

hypervisors
 

swapping

 

types

 

I
 

I/O Imbalance Threshold option
 

iBFT (iSCSI Boot Firmware Table)
 

IBM DB2 databases
 

IDS (intrusion-detection system)
 

IEFT standard
 

images and image profiles
 

creating

 

importing

 

ISO

 

Cisco Nexus 1000V


operating systems


VMware Tools


importing
 

images

 

machines from other environments

 

VCenter Server licenses

 

in-guest iSCSI initiators
 

Incorrect Monitor Mode message
 

Increase Datastore Capacity wizard
 

Independent mode option
 

inflating process
 

initiators, iSCSI
 

activating and configuring

 

in-guest

 

networking for

 

install command
 

Install ESXi, Overwrite VMFS Datastore option
 

Install ESXi, Preserve VMFS Datastore option
 

installing. See also deployment
 

Cisco Nexus 1000V

 

OS installation media

 

PowerCLI

 

scripts for

 

Sysprep

 

UMDS

 

vCenter Server

 

VMware Syslog Collector

 

VMware Tools

 

in Linux


in Windows


VUM

 

plug-ins


steps


intelligent placement
 

interactive installation
 

internal-only vSwitch
 

Internet Information Services
 

intervals
 

failure settings

 

performance graphs

 

vCenter Server statistics

 

intrusion-detection system (IDS)
 

inventory, vCenter Server
 

clusters

 

datacenter objects

 

ESXi hosts

 

views

 

Inventory Service privilege
 

IOps
 

limit

 

NFS datastores

 

IP addresses
 

hash-based load-balancing

 

OVF templates

 

pools

 

vApps allocation

 

VMs

 

IP Allocation Policy option
 

ip boot option
 

--ip parameter
 

IPSec
 

IQNs (iSCSI qualified names)
 

Is Above condition
 

iSCSI
 

initiators

 

activating and configuring


in-guest


networking for


LUN via

 

NICs

 

overview

 

support

 

iSCSI Boot Firmware Table (iBFT)
 

iSCSI Initiator Properties dialog box
 

iSCSI Naming Service (iSNS)
 

iSCSI qualified names (IQNs)
 

ISO images
 

Cisco Nexus 1000V

 

operating systems

 

VMware Tools

 

isolated VLANs
 

isolation
 

HA

 

addresses


response


VMs

 

J
 

jumbo frames in iSCSI
 

jump boxes
 

K
 

Keep Existing Signature option
 

Keep Virtual Machines Together option
 

keyboard command
 

keyboards in VMs
 

ks boot options
 

L
 

LACP (Link Aggregation Control Protocol)
 

LANs
 

private

 

virtual

 

large bandwidth workloads on NFS
 

large throughput workloads on NFS
 

latency
 

SDRS

 

storage

 

layers in HA
 

Lazy File Clone feature
 

LBT (Load-Based Teaming)
 

LDAP connections
 

legends in performance graphs
 

levels of Server statistics
 

Licensed Features command
 

licenses
 

backup agents

 

tiers

 

vCenter Server

 

vCO

 

VMs

 

limits
 

CPU

 

memory

 

resource allocation

 

storage I/O

 

Link Aggregation Control Protocol (LACP)
 

link aggregation in NFS
 

Link Layer Discovery Protocol (LLDP)
 

link state tracking
 

link status failover-detection
 

linked mode groups
 

Linux, VMware Tools installation in
 

live migration. See vMotion
 

LLDP (Link Layer Discovery Protocol)
 

load-balancing
 

IP hash-based

 

MAC-based

 

NIC teaming

 

NLB

 

HA


Notify Switches


overview


virtual switch policies


port-based

 

Load-Based Teaming (LBT)
 

local access to hosts
 

local Administrators group
 

local CLI access
 

local devices
 

local storage vs. shared
 

Local Users & Groups tab
 

local users and groups
 

authenticating

 

creating

 

deleting

 

editing

 

Locate Network File System screen
 

locking, hardware-assisted
 

Logging Options page
 

logical inventory
 

logical units (LUNs)
 

FCoE for

 

Fibre Channel

 

iSCSI

 

queues

 

RAID

 

storage arrays

 

VMFS

 

logs and logging
 

hosts

 

system

 

vCenter Server

 

LSI Logic controllers
 

LUNs. See logical units (LUNs)
 

M
 

MAC addresses
 

MAC-based load-balancing
 

Mail page in vCenter Server
 

maintenance mode in SDRS
 

major versions of VMs
 

Manage Chart Settings option
 

Manage Paths dialog box
 

Manage Physical Adapters dialog box
 

Manage Port Groups dialog box
 

Manage Storage Capabilities dialog box
 

Manage Virtual Adapters dialog box
 

management networks
 

reconfiguring

 

Standard Switches

 

manifest files
 

Manual mode
 

DRS

 

SDRS

 

Maps feature in vCenter Server
 

masking
 

CPU

 

LUN

 

master/slave architecture in HA
 

Maximum Failures setting
 

Maximum Per-VM Resets setting
 

Maximum Resets Time Window setting
 

MBREAD/s statistic
 

MBWRTN/s statistic
 

megabytes per second in arrays
 

memory
 

cache

 

performance graphs

 

resource allocation

 

advanced technologies


ballooning


compression


limits


overcommitment


overhead


overview


reservations


shares


speed


summary


swapping


transparent page sharing


resxtop statistics

 

usage

 

monitoring


resource pools for


vCenter Server host settings

 

vMotion bitmaps

 

VMs

 

Memory Fairness counter
 

Memory Swap Used (Average) counter
 

message of the day (MOTD)
 

.mf files
 

Microsoft licensing
 

midrange array storage
 

Migrate Virtual Machine wizard
 

Migrate Virtual Machine Networking wizard
 

migrating
 

virtual adapters

 

virtual disks

 

vMotion. See vMotion

 

VMs

 

Minimum Uptime setting
 

mirrored RAID levels
 

MMX (Multimedia Extension) instructions
 

modules
 

monitoring
 

HA

 

performance. See performance

 

Most Recently Used path
 

MOTD (message of the day)
 

mounting NFS datastores
 

mouse
 

move-VM cmdlet
 

moving VMs between resource pools
 

MPIO (multipath I/O) storage framework
 

MPP Modules
 

MSDB permissions
 

Multimedia Extension (MMX) instructions
 

multipath I/O (MPIO) storage framework
 

multipathing
 

overview

 

VMFS datastores

 

Multiple Connections Per Session
 

multiple NICs with vMotion
 

multiple uplink groups
 

Must Not Run On Hosts In Group rule
 

Must Run On Hosts In Group rule
 

N
 

NAA (Network Address Authority) identifiers
 

names
 

customization specifications

 

iSCSI Naming Service

 

resolution problems

 

snapshots

 

vApps

 

vCenter Server

 

VMFS datastores

 

VMs

 

nameserver boot option
 

NAS (network attached storage) best practices
 

native VLANs
 

navigation bar in vCenter Server
 

Netflow mechanism
 

NetIOC (Network I/O Control)
 

overview

 

working with

 

netmask boot option
 

--netmask parameter
 

Network Adapters settings
 

NIC teaming

 

vCenter Server hosts

 

Network Address Authority (NAA) identifiers
 

network attached storage (NAS) best practices
 

network command
 

Network Connectivity settings
 

Network Consumer role
 

Network Data Transmit Rate counter
 

Network File System (NFS) datastores
 

connectivity troubleshooting

 

creating and mounting

 

HA design

 

large bandwidth workloads

 

large throughput workloads

 

overview

 

virtual disks

 

Network I/O Control (NetIOC)
 

overview

 

working with

 

network interface card (NIC) teams
 

constructing

 

failover detection and failover policy

 

IP hash-based load-balancing policy

 

MAC-based load-balancing policy

 

NFS datastores

 

overview

 

port-based load-balancing policy

 

virtual networks

 

vSwitch

 

network interface cards (NICs)
 

links

 

Service Console

 

vCenter Server hosts

 

vMotion

 

VMs

 

Network Interface Customizations screen
 

network isolation
 

Network Load Balancing (NLB)
 

HA

 

Notify Switches

 

overview

 

virtual switch policies

 

Network Packets Transmitted counter
 

network partitions
 

network portals
 

Network privilege
 

Network Properties dialog box
 

Network Resource Pool Settings dialog box
 

Network Time Protocol (NTP)
 

configuring

 

enabling

 

Networking Inventory view
 

networks
 

access control to

 

adapters. See network interface cards (NICs)

 

drag-and-drop operations

 

integration with

 

interactive installation on

 

performance graphs

 

resource pools

 

resxtop statistics

 

security policies

 

for software iSCSI initiator

 

usage monitoring

 

utilization control

 

vCenter Server host settings

 

vCO connections

 

virtual. See virtual networks

 

VM configuration

 

New Baseline Group Wizard
 

New Baseline Wizard
 

New Cluster Wizard
 

New Database window
 

New Datastore Cluster Wizard
 

New-DeployRule cmdlet
 

New-EsxImageProfile command
 

New Resource Pool option
 

New vApp Wizard
 

New Virtual Machine option
 

Nexus 1000V. See Cisco Nexus 1000V switch
 

NFS. See Network File System (NFS) datastores
 

NIC teams. See network interface card (NIC) teams
 

NICs. See network interface cards (NICs)
 

NLB (Network Load Balancing)
 

HA

 

Notify Switches

 

overview

 

virtual switch policies

 

NMP Module
 

No Access role
 

No Execute/Execute Disable (NX/XD) bit
 

no shut command
 

nodes
 

NoExecute (NX) feature
 

Non-Critical Host Patches baseline
 

Notification Check Schedule
 

Notifications
 

SNMP

 

VUM

 

Notifications tab
 

Notify Switches option
 

NTP (Network Time Protocol)
 

configuring

 

enabling

 

NTP Daemon (ntpd) Options dialog box
 

NX (NoExecute) feature
 

NX-OS
 

NX/XD (No Execute/Execute Disable) bit
 

O
 

objects
 


  












































































PowerCLI

 

vCenter Server

 

ODBC (Open Database Connectivity)
 

ODBC Microsoft SQL Server Setup dialog box
 

online transaction processing (OLTP) databases
 

Only Allow Connections From The Following Networks setting
 

Open Database Connectivity (ODBC)
 

Open Virtualization Format (OVF) templates
 

deploying VMs from

 

examining

 

exporting VMs as

 

Operating System Specific Packages (OSP)
 

operating systems
 

Options tab for vApps
 

Oracle databases
 

orchestrated upgrades
 

OS images
 

OS layer in HA
 

OSP (Operating System Specific Packages)
 

out-IP policy
 

outbound traffic in NIC teaming
 

.ova files
 

overcommitment
 

HA

 

memory

 

overhead, memory
 

Overview layout for performance graphs
 

--overwritevmfs parameter
 

OVF (Open Virtualization Format) templates
 

deploying VMs from

 

examining

 

exporting VMs as

 

OVF Template Details screen
 

P
 

P2V (physical-to-virtual) conversion tools
 

page sharing
 

PAgP (Port Aggregation Protocol)
 

parallel ports
 

paravirtualized devices
 

drivers

 

kernels

 

SCSI adapters

 

parity RAID
 

Partially Automated setting
 

partitions
 

HA

 

VMFS

 

passwords
 

Administrator

 

root

 

users

 

vCenter Server virtual appliance

 

vCO

 

VIRuntime library

 

VUM

 

Patch Download Settings
 

Patch Repository tab
 

patches
 

description

 

hosts

 

importance


scanning for


staging


stateless PXE-booted servers

 

VMs

 

VUM

 

alternatives


baselines


displaying


settings


staging


paths in VMFS datastores
 

PDC Emulator
 

Peak Bandwidth value
 

per-VM CPU masking
 

per-VM DRS settings
 

Percentage Of Cluster Resources Reserved As Failover Spare Capacity option
 

performance
 

arrays storage

 

as design consideration

 

monitoring

 

alarms. See alarms


CPU usage


disk usage


graphs. See graphs, performance


issues


memory usage


network usage


overview


resxtop


storage devices

 

Performance privilege
 

Performance tab
 

Perl automation
 

permissions
 

Active Directory

 

dvPort groups

 

hosts

 

custom roles


granting


overview


removing


resource pools for


roles


usage


MSDB

 

SQL Server

 

users

 

vCenter Server

 

interactions


privileges


roles


Permissions privilege
 

Permissions tab
 

dvPort groups

 

vCenter Server hosts

 

Physical Adapter Shares setting
 

Physical Compatibility Mode RDMs (pRDM)
 

physical inventory
 

Physical layer in HA
 

physical machines, provisioning
 

physical switches vs. virtual
 

physical to virtual clustering
 

physical-to-virtual (P2V) conversion tools
 

ping command
 

pipelines
 

PKI (public key infrastructure)
 

planning deployment
 

ESXi Installable vs. ESXi Embedded

 

network infrastructure integration

 

server platform

 

storage architecture

 

plans for growth
 

playing back performance data
 

plug-ins
 

vCO

 

VUM

 

Pluggable Storage Architecture (PSA)
 

point-to-point (FC-P2P) Fibre Channel
 

pools
 

array

 

IP

 

resource. See resource pools

 

Pop-up button for performance graphs
 

Port Aggregation Protocol (PAgP)
 

port-based load-balancing policy
 

port-profile command
 

ports and port groups
 

adding

 

Cisco Nexus 1000V profiles

 

Distributed Switches

 

dvPort groups

 

iSCSI

 

managing

 

PVLANs

 

Service Console

 

Standard Switches

 

vCenter Server

 

virtual networks

 

virtual switches

 

VLANs

 

VMs

 

VUM settings

 

Ports page
 

dvPort groups

 

vCenter Server

 

post-installation
 

management network reconfiguration

 

time synchronization

 

vSphere Client

 

Power Off command
 

Power On command
 

power settings
 

FT

 

vApps

 

vCenter Server hosts

 

power states
 

vApps

 

VMs

 

PowerCLI
 

installing

 

objects

 

profile tasks

 

scripts

 

VUM

 

PowerCLI Installation Wizard
 

powered-on VMs, cloning
 

PowerShell. See PowerCLI
 

PowerState object
 

pRDM (Physical Compatibility Mode) RDMs
 

preCopy, vMotion
 

predictive schemes in storage design
 

preinstalled workflows
 

--preservevmfs parameter
 

previous major VM versions
 

Print button for performance graphs
 

priority
 

DRS

 

restart

 

VMotion migration

 

private VLANs (PVLANs)
 

privileges
 

proactive hot sparing
 

processors. See CPUs
 

products and features overview
 

Client and Web Client

 

DRS

 

editions

 

FT

 

HA

 

profile-driven storage

 

scenarios

 

SDRS

 

storage and network I/O control

 

VADP and VDR

 

vCenter Orchestrator

 

vCenter Server

 

vMotion and Storage vMotion

 

VMware ESXi

 

vShield Zones

 

vSphere Virtual Symmetric Multi-Processing

 

VUM

 

profile-driven storage
 

Profile-Driven Storage privilege
 

profiles
 

images. See images and image profiles

 

VMs

 

Promiscuous mode for Standard Switches
 

promiscuous ports for PVLANs
 

Prompt The User For An Address When The Specification Is Used option
 

Propagate To Child Objects option
 

proprietary VAAI
 

protocols for storage devices
 

choices

 

Fibre Channel

 

Fibre Channel over Ethernet

 

iSCSI

 

NFS

 

provisioned size of virtual disks
 

provisioning virtual machines
 

.ps1 files
 

PSA (Pluggable Storage Architecture)
 

PSP modules
 

public key infrastructure (PKI)
 

PVLANs (private VLANs)
 

PXE-booted servers
 

Q
 

QoS Priority Tag setting
 

queues, LUN
 

Quiesce Guest File System (Needs VMware Tools Installed) option
 

quiesced VMs
 

R
 

RAID (Redundant Array of Inexpensive Disks)
 

RAM. See memory
 

range setting for alarms
 

Rapid Virtualization Indexing (RVI)
 

RARP (Reverse Address Resolution Protocol)
 

Raw Device Mappings (RDMs)
 

clusters

 

SCSI nodes for

 

Storage vMotion

 

virtual disks

 

VMs

 

RBO (Retail and Branch Offices) kits
 

RDMs. See Raw Device Mappings (RDMs)
 

%RDY counter
 

Read-Only role
 

Read Rate counter
 

READS/s statistic
 

Ready Time (%RDY) counter
 

Ready To Complete screen
 

Real-Time option for performance graphs
 

reboot command
 

recovery, disaster
 

recovery model in vCenter Server
 

recovery point objectives (RPOs)
 

Redundant Array of Inexpensive Disks (RAID)
 

registering VMs
 

relaxed co-scheduling algorithm
 

Remediate dialog box
 

hosts

 

VMware Tools

 

Remediate Wizard
 

remediation
 

description

 

hosts

 

VMware Tools

 

remote CLI access
 

remote devices
 

Remove From vSphere Distributed Switch option
 

Remove-Snapshot cmdlet
 

removing
 

Distributed Switches

 

hosts from Distributed Switches

 

permissions

 

roles

 

VMFS datastores

 

VMs

 

renaming VMFS datastores
 

replication
 

Reporting tab for alarms
 

requirements
 

vCenter Server

 

vMotion

 

VUM

 

reservations
 

CPU

 

HA

 

memory

 

resource allocation

 

Reserve Space functionality
 

Reset command
 

resetting
 

alarms

 

VMs

 

resource allocation
 

CPU utilization. See CPUs

 

memory. See memory

 

network I/O utilization

 

pools. See resource pools

 

reviewing

 

storage I/O utilization. See storage I/O utilization

 

vs. utilization

 

vApp settings

 

resource consumption alarms
 

resource contention
 

Resource Pool Administrator role
 

resource pools
 

configuring

 

CPU usage

 

memory usage

 

moving VMs between

 

networks

 

overview

 

for permissions

 

Resource privilege
 

resource types in performance graphs
 

resource utilization
 

vs. allocation

 

DRS. See Distributed Resource Scheduler (DRS)

 

SDRS. See Storage DRS (SDRS)

 

Storage vMotion

 

vMotion. See vMotion

 

Resources pane in performance monitoring
 

restart
 

automatic

 

priority

 

Restart Guest command
 

Restart Management Network option
 

Restore Network Settings option
 

Restore Settings To The Original Configuration option
 

resxtop utility
 

Retail and Branch Offices (RBO) kits
 

return on investment (ROI)
 

Reverse Address Resolution Protocol (RARP)
 

reverting to snapshots
 

right-sizing VMs
 

ROI (return on investment)
 

roles
 

custom

 

editing and removing

 

in security model

 

vCenter Server

 

privileges


reviewing


working with


rollbacks in remediation
 

root passwords
 

rootpw parameter
 

Round Robin paths
 

RPOs (recovery point objectives)
 

Rule dialog box
 

rules
 

Auto Deploy

 

DRS

 

host affinity


per-VM DRS


VM affinity


VM anti-affinity


SDRS

 

runtime behavior of SDRS
 

Runtime Settings area in vCenter Server
 

RVI (Rapid Virtualization Indexing)
 

S
 

Same Format As Source option
 

SANs (storage area networks)
 

best practices

 

Fibre Channel

 

replication

 

SATP modules
 

Save Chart Settings option
 

Save This Customization Specification For Later Use option
 

saving performance graphs
 

scale of midrange storage
 

scans
 

Schedule Update Download Wizard
 

Scheduled Task privilege
 

schedules
 

patches

 

remediation

 

SDRS

 

scopes of alarms
 

scripts
 

installation

 

PowerCLI

 

SCSI
 

adapters

 

clusters

 

nodes for RDMs

 

VM controllers

 

SCSI-3 dependency
 

SDRS. See Storage DRS (SDRS)
 

SDRS Maintenance Mode Migration Recommendations dialog box
 

Secure Sockets Layer (SSL) certificates
 

vCenter Server

 

vCO

 

security
 

hosts

 

access


authentication


logging


patched


permissions. See permissions


overview

 

recommended practices

 

vCenter Server

 

authentication


logging


overview


permissions. See permissions


privileges


roles


virtual switches

 

VMs

 

vpxuser

 

Security IDs (SIDs)
 

Security Profile settings
 

segmentation of VLANs
 

Select Any Of The Cluster Datastores option
 

Select Any Of The Cluster Datastores Taking Into Account My Preferences option
 

Select Only From My Preferred Datastores option
 

Select statement
 

Select Storage Capabilities screen
 

Select Users And Groups dialog box
 

self-signed certificates
 

Separate Virtual Machines rule
 

serial ports
 

server certificates
 

servers
 

Auto Deploy

 

platform selection

 

size and number

 

vCenter Server. See vCenter Server

 

vCO

 

virtual Mac

 

Service Console
 

service time
 

Services Properties dialog box
 

Sessions privilege
 

Sessions view
 

Set-ExecutionPolicy cmdlet
 

Set-NetworkAdapter cmdlet
 

Settings dialog box for dvPort groups
 

shared storage
 

fundamentals

 

vs. local

 

shared uplinks vs. dedicated
 

shares
 

CPU

 

memory

 

resource allocation

 

storage I/O

 

Should Not Run On Hosts In Group rule
 

Should Run On Hosts In Group rule
 

show module command
 

Shut Down Guest command
 

Shutdown Action, vApps
 

shutdown command
 

SIDs (Security IDs)
 

Simple Network Management Protocol (SNMP)
 

alarms

 

configuration

 

notifications

 

Single File (OVA) format
 

SIOC (Storage I/O Control)
 

Site Recovery Manager (SRM)
 

size
 

burst

 

databases

 

servers

 

virtual disks

 

VMs

 

slave hosts
 

slots in HA
 

SMTP Server for email notifications
 

snap-ins
 

Snapshot Manager
 

Snapshot The Virtual Machine's Memory option
 

snapshots
 

SNMP (Simple Network Management Protocol)
 

alarms

 

configuration

 

notifications

 

sockets
 

software depots
 

software for storage arrays
 

software iSCSI initiators
 

activating and configuring

 

networking for

 

sp_changedbowner stored procedure
 

spanning-tree bpdu command
 

Spanning Tree Protocol (STP)
 

sparse files
 

Specify A Datastore Or Datastore Cluster option
 

Specify Failover Hosts option
 

speed of memory
 

spindles
 

SQL Server
 

permissions

 

vCenter Server databases

 

VUM

 

SQL Server 2008 Express Edition
 

SRM (Site Recovery Manager)
 

SSE2 (Streaming SIMD Extensions 2)
 

SSH, remote CLI access via
 

SSL (Secure Sockets Layer) certificates
 

vCenter Server

 

vCO

 

SSL Settings page
 

stacked views
 

Stage Wizard
 

staging patches
 

Standard Acceleration Kit
 

Standard Edition
 

Standard Switches
 

connecting

 

creating and configuring

 

management networking

 

NIC teaming. See network interface card (NIC) teams

 

vs. physical switches

 

ports and port groups

 

scenario

 

security

 

traffic shaping

 

uplinks

 

virtual networks

 

VLANs

 

VMkernel networking

 

standby adapters
 

standby vCenter Servers
 

Start menu, vCO icons on
 

Start Order tab for vApps
 

state enabled command
 

stateless ESXi hosts
 

stateless PXE-booted servers, patching
 

static discovery in iSCSI
 

static IP addresses
 

statistics
 

resxtop

 

vCenter Server

 

Storage Adapters settings
 

storage and storage devices
 

APIs

 

architecture determination

 

arrays. See arrays

 

core concepts

 

design

 

disks. See disks

 

fundamentals

 

in-guest iSCSI initiators

 

local vs. shared

 

midrange and enterprise

 

multipathing

 

NFS datastores. See Network File System (NFS) datastores

 

performance

 

profile-driven

 

protocols

 

choices


Fibre Channel


Fibre Channel over Ethernet


iSCSI


NFS


RAID

 

raw device mappings

 

SAN and NAS best practices

 

Virtual Machine File System

 

virtual SCSI adapters

 

VM storage profiles

 

VMFS datastores. See Virtual Machine File System (VMFS) datastores

 

storage area networks (SANs)
 

best practices

 

Fibre Channel

 

replication

 

Storage DRS (SDRS)
 

automation settings

 

configuring

 

datastore clusters

 

enabling and disabling

 

latency

 

overview

 

resource utilization

 

rules

 

runtime behavior

 

schedules

 

VM settings

 

Storage DRS tab
 

Storage DRS Thresholds settings
 

Storage I/O Control (SIOC)
 

storage I/O utilization
 

enabling

 

external workloads

 

limits

 

overview

 

settings

 

shares

 

Storage Path counters
 

storage processors
 

storage profiles
 

Storage Views privilege
 

Storage Views tab
 

Storage vMotion
 

overview

 

with RDMs

 

resource utilization

 

and SDRS

 

working with

 

Store With The Virtual Machine option
 

STP (Spanning Tree Protocol)
 

Streaming SIMD Extensions 2 (SSE2)
 

stripes, RAID
 

Summary tab
 

attributes

 

clusters

 

CPU performance

 

disk performance

 

Distributed Switches

 

dvPort groups

 

FT

 

HA

 

memory performance

 

network performance

 

Resources pane

 

roles

 

SDRS

 

Storage vMotion

 

vApps

 

vCenter Server hosts

 

virtual disks

 

VM storage profiles

 

VMware Tools

 

Support and Subscription (SnS)
 

Support Information screen
 

Suspend command
 

swapping memory
 

switchboard mode trunk command
 

switchboard trunk allowed vlan command
 

switched (FC-SW) Fibre Channel
 

switches
 

discovery protocols

 

distributed. See Distributed Switches

 

standard. See Standard Switches

 

switchport command
 

switchport mode trunk command
 

switchport trunk allowed vlan command
 

switchport trunk native vlan command
 

Symantec AppHA product
 

synchronization
 

configuration

 

VMware Tools

 

synchronous replication
 

Syslog Collector
 

configuring

 

on hosts

 

Syslog.global.logHost value
 

Sysprep tool
 

System Configuration menu
 

system logs
 

system performance counters
 

System Resource Allocation settings
 

system vlan command
 

T
 

T10 UNMAP command
 

tagging VLANs
 

TAR files
 

targets in iSCSI
 

Tasks & Events tab
 

dvPort groups

 

vCenter Server hosts

 

Tasks privilege
 

TCO (total cost of ownership)
 

TCO calculator
 

TCP/IP routing
 

Teaming And Failover option
 

templates
 

cloning VMs to

 

deploying VMs from

 

examining

 

exporting VMs as

 

overview

 

TFTP configuration
 

Thick Provision Eager Zeroed disks
 

in cloning

 

creating

 

description

 

FT

 

OVF templates

 

Thick Provision Lazy Zeroed disks
 

in cloning

 

creating

 

description

 

OVF templates

 

Thin Provision disks
 

arrays

 

in cloning

 

creating

 

description

 

third-party MPP Modules
 

Time Configuration dialog box
 

time synchronization
 

configuration

 

VMware Tools

 

timeouts
 

NFS datastores

 

vCenter Server

 

total cost of ownership (TCO)
 

traffic flows
 

traffic segmentation of VLANs
 

traffic shaping
 

Transient option in IP allocation
 

transparent page sharing
 

Trigger If All Of The Conditions Are Satisfied option
 

Triggered Alarms view
 

Triggers tab for alarms
 

troubleshooting
 

iSCSI LUNs

 

NFS connectivity

 

trunk ports
 

virtual networks

 

VLANs

 

Turn On Fault Tolerance option
 

Turn On Storage DRS option
 

Type 1 and Type 2 Hypervisors
 

U
 

UMDS (Update Manager Download Services)
 

unattended installation
 

unbalanced clusters
 

Universally Unique Identifiers (UUIDs)
 

Update Manager. See vSphere Update Manager (VUM)
 

Update Manager Download Services (UMDS)
 

updates and upgrades
 

description

 

hosts

 

baseline


extensions


process


scanning for


VM hardware


orchestrated

 

vApps and host extensions

 

VMFS datastores, 317

 

VMware Tools

 

VUM. See vSphere Update Manager (VUM)

 

upgrade command
 

Upgrade ESXi, Preserve VMFS Datastore option
 

uplinks
 

multiple uplink group support

 

shared vs. dedicated

 

Standard Switches

 

Upload/Download Operating Warning dialog box
 

Upload Items dialog box
 

upstream VLANs
 

USB devices
 

interactive installation on

 

VMs

 

Use An Existing Virtual Disk option
 

Use Explicit Failover Order option
 

Use The Virtual Machine Name option
 

%USED counter
 

User Lookup Base setting
 

user-role-privilege combinations
 

usernames
 

vCenter Server virtual appliance

 

vCO

 

VIRuntime library

 

VUM

 

users
 

authenticating

 

creating

 

deleting

 

editing

 

permissions

 

in security model

 

Utilized Space setting
 

UUIDs (Universally Unique Identifiers)
 

V
 

VA Upgrades tab
 

VAAI (vSphere Storage APIs for Array Integration)
 

VADP (vSphere Storage APIs for Data Protection)
 

vApp privilege
 

vApps. See virtual appliances (vApps)
 

VASA (vSphere Storage APIs for Storage Awareness)
 

vCenter automation
 

vCenter Converter plug-in
 

vCenter folder
 

vCenter Orchestrator (vCO)
 

backend databases

 

configuring

 

LDAP connections

 

network connections

 

overview

 

plug-ins

 

prerequisites

 

server certificates

 

server service

 

starting

 

vCenter Server hosts

 

VCenter Server licenses

 

working with

 

vCenter Server
 

authentication

 

availability

 

backend database servers

 

Oracle


SQL Server


business continuity

 

Cisco Nexus 1000V connections to

 

custom attributes

 

customization specifications

 

database servers

 

editions

 

email and SNMP notifications

 

exporting system logs

 

framework

 

hardware

 

home screen

 

hosts

 

adding


configuring


Events view


managing


Maps feature


number of


profiles


scheduled tasks


installing

 

inventory

 

clusters


datacenter objects


hosts


views


in linked mode groups

 

message of the day

 

navigation bar

 

overview

 

performance monitoring. See performance

 

recovery model

 

security. See security

 

settings overview

 

starting

 

Sysprep installation on

 

vApps

 

vCO licenses

 

versions

 

virtualizing

 

in VMs

 

vCenter Server Heartbeat
 

vCenter Server Settings dialog box
 

vCenter Virtual Appliance (VCVA)
 

vCLI (vSphere CLI)
 

vCO. See vCenter Orchestrator (vCO)
 

VCVA (vCenter Virtual Appliance)
 

VDR (VMware Data Recovery)
 

VEM (Virtual Ethernet Module)
 

vendor code in MAC addresses
 

versions
 

vCenter Server

 

VMs

 

VGT (virtual guest tagging)
 

vi-admin cmdlet
 

VIB files
 

vicfg-user command
 

vicfg-users command
 

vicfg-vmknic command
 

vicfg-vswitch command
 

video cards
 

views
 

performance graphs

 

stacked

 

vCenter Server inventory

 

vifp cmdlet
 

vifptarget cmdlet
 

vihostupdate tool
 

virtual appliances (vApps)
 

cloning

 

creating

 

deploying

 

editing

 

IP allocation

 

power settings

 

power state

 

scanning

 

upgrading

 

VUM

 

virtual CPUs
 

hot-adding

 

sockets

 

VMs

 

virtual disks
 

aligning

 

migrating

 

overview and types

 

SDRS

 

VMs

 

Virtual Disks dialog box
 

Virtual Ethernet Module (VEM)
 

virtual guest tagging (VGT)
 

Virtual Infrastructure Client Wizard
 

virtual LANs
 

configuring

 

dvPort groups

 

private

 

virtual Mac servers
 

Virtual Machine File System (VMFS)
 

Virtual Machine File System (VMFS) datastores
 

assigning storage capability to

 

copies

 

creating

 

expanding

 

LUNs

 

via FCoE


via Fibre Channel


via iSCSI


multipathing policy

 

removing

 

renaming

 

upgrading

 

virtual disks

 

VMFS-5

 

Virtual Machine Power User role
 

Virtual Machine privilege
 

Virtual Machine Properties dialog box
 

Virtual Machine Role attribute
 

Virtual Machine Settings section in VUM
 

Virtual Machine Startup/Shutdown settings
 

Virtual Machine Swapfile Location settings
 

Virtual Machine User role
 

virtual machines (VMs)
 

adding and registering

 

affinity rules

 

anti-affinity rules

 

automatic restart

 

backups

 

cloning

 

overview


steps


to templates


clustering. See clusters

 

console

 

CPUs. See CPUs

 

creating

 

deleting

 

deploying from templates

 

exporting as templates

 

filesystem alignment

 

guest operating systems

 

HA options

 

isolation response


monitoring


VM Restart Priority options


hardware

 

inside view

 

IP addresses

 

isolation

 

memory. See memory

 

Microsoft licensing and Windows activation

 

migrating

 

moving between resource pools

 

names

 

network configuration

 

outside view

 

overview

 

patching

 

port groups

 

adding


Standard Switches


virtual networks


power states

 

provisioning

 

quiesced

 

removing

 

resource allocation. See resource allocation

 

running ESXi as

 

scanning

 

SDRS settings

 

security

 

snapshots

 

storage profiles

 

upgrading

 

values selection

 

vCenter Server in

 

per vCenter Server instance

 

virtual disks. See virtual disks

 

VMware Tools installation

 

Virtual Machines dialog box
 

Virtual Machines tab
 

dvPort groups

 

performance monitoring

 

vCenter Server hosts

 

Virtual Mode RDMs (vRDM)
 

virtual networks
 

designing

 

distributed switches. See Distributed Switches

 

Nexus 1000V. See Cisco Nexus 1000V switch

 

security

 

standard switches. See Standard Switches

 

virtual NICs
 

virtual port storage systems
 

virtual SCSI adapters
 

virtual SCSI controllers
 

Virtual Supervisor Module (VSM)
 

virtual switches. See Standard Switches
 

Virtual Symmetric Multi-Processing (vSMP) product
 

Virtualization layer in HA
 

virtualization-optimized devices
 

Virtualization Technology (VT)
 

virtualizing vCenter Server
 

VIRuntime library
 

VLAN ID
 

vlance adapters
 

vlanid boot option
 

--vlanid parameter
 

VLANs (virtual LANs)
 

configuring

 

dvPort groups

 

private

 

VM Hardware Upgrade To Match Host baseline
 

VM Properties dialog box
 

VM Restart Priority options
 

vMA (vSphere Management Assistant)
 

Perl

 

syslog

 

vCenter

 

vCLI

 

vmaccepteula command
 

.vmdk files
 

VMDKs. See virtual disks
 

VMFS (Virtual Machine File System)
 

VMFS datastores. See Virtual Machine File System (VMFS) datastores
 

VMkernel
 

network configuration

 

ports

 

adding


iSCSI


Standard Switches


virtual networks


swaps

 

vmkernel log files
 

vmknic ports. See VMkernel
 

vMotion
 

boundaries

 

compatibility

 

HA

 

migration steps

 

overview

 

per-virtual machine CPU masking

 

requirements

 

resource utilization

 

Storage vMotion. See Storage vMotion

 

and vSwitch

 

VMs. See virtual machines (VMs)
 

VMs And Templates view in vCenter Server
 

VMware Consolidated Backup User role
 

VMware Data Recovery (VDR)
 

VMware ESXi overview
 

VMware EVC
 

VMware Paravirtualized SCSI adapters
 

vmware port-group command
 

VMware Syslog Collector
 

on hosts

 

installing

 

VMware Tools
 

installing

 

in Linux


in Windows


upgrades

 

VMware Tools Properties dialog box
 

VMware Tools Upgrade To Match Host baseline
 

VMware vCenter Installer
 

VMware vCenter Orchestrator. See vCenter Orchestrator (vCO)
 

VMware vShield zones
 

.vmx files
 

vmxnet adapters
 

Volume Properties dialog box
 

Volume Shadow Copy Service
 

vpxuser account security
 

vRAM entitlements
 

vRDM (Virtual Mode RDMs)
 

VRMPolicy privilege
 

vService privilege
 

vShield App firewall
 

vShield Zones
 

VSM (Virtual Supervisor Module)
 

vSMP (Virtual Symmetric Multi-Processing) product
 

vSphere CLI (vCLI)
 

vSphere Client
 

authentication

 

customization specifications

 

mapping to optical disks

 

post-installation

 

for syslog

 

vSphere Client Windows Guest Customization wizard
 

vSphere Compatibility Matrixes
 

vSphere Distributed Switch privilege
 

vSphere Fault Tolerance. See Fault Tolerance (FT)
 

vSphere HA Cluster Status dialog box
 

vSphere high availability. See High Availability (HA)
 

vSphere Management Assistant (vMA)
 

Perl

 

syslog

 

vCenter

 

vCLI

 

vSphere overview. See products and features overview
 

vSphere Standard Switches. See Standard Switches
 

vSphere Storage APIs for Array Integration (VAAI)
 

vSphere Storage APIs for Data Protection (VADP)
 

vSphere Storage APIs for Storage Awareness (VASA)
 

vSphere Update Manager (VUM)
 

alternatives to

 

baselines

 

Baselines And Groups settings

 

changes in

 

configuring

 

databases

 

Events settings

 

hosts

 

installing

 

Notifications settings

 

ODBC DSN

 

orchestrated upgrades

 

overview

 

Patch Repository settings

 

patches

 

alternatives


baselines


displaying


settings


staging


plug-in installation

 

remediating hosts

 

requirements

 

scans

 

UMDS installation

 

Update Manager Utility

 

upgrading

 

VA Upgrades settings

 

vApps and host extensions

 

VM hardware

 

VMware Tools

 

vSphere vMotion. See vMotion
 

vSphere Web Client
 

vSwitches. See Standard Switches
 

VT (Virtualization Technology)
 

VUM. See vSphere Update Manager (VUM)
 

W
 

W32Time service
 

Web Client
 

WFC. See Windows Failover Clustering (WFC)
 

Where-Object cmdlet
 

Windows, VMware Tools installation in
 

Windows activation
 

Windows Failover Clustering (WFC)
 

cluster across boxes

 

failover clusters


first cluster nodes


overview


second cluster nodes


cluster in a box

 

configurations

 

overview

 

physical to virtual clustering

 

Windows Integrated authentication
 

Windows Server
 

clusters

 

as time server

 

vCenter Server configuration

 

workflows. See vCenter Orchestrator (vCO)
 

worldwide names (WWNs)
 

Write Rate (Average/Rate) counter
 

write same functionality
 

WRITES/s statistic
 

WWNs (worldwide names)
 

X
 

XD (Execute Disable) feature
 

XenServer
 

Z
 

zones
 

Fibre Channel

 

vShield Zones

 


  



















































images/00009.png
@laal World Scenar; io





images/00008.jpg
S
ol

N

I— Logging connection —|

[\ ,/,'Iu

LI
||
ESXi host






images/00011.jpg
Fault
Tolerance

Storage APIs
for Array
Integration,
Multipathing

Storage
vMotion

Distributed
Resource
Scheduler and
Distributed.
Power
Management

Distributed
Switch

1/0 Controls
(Networkand
Storage)

Host Profiles
Auto Deploy

Policy-Driven
Storage

Storage DRS

ESSENTIALS

ESSENTIALS
PLUS

STANDARD

ENTERPRISE

X

ENTERPRISE
PLUS

%






images/00010.jpg
vCenter Server
compatibility

VRAM
Entitlement

VCPUs perVM

High
Availability

Data Recovery
vMotion

Virtual Serial
Port
Concentrator

HotAdd

vShield Zones

ESSENTIALS

vCenter
Server for
Essentials

32GB

8

ESSENTIALS
PLUS

vCenter
Server for
Essentials

32GB

STANDARD

vCenter
Server
Foundation
and Standard

32GB

ENTERPRISE

vCenter Server
Foundationand
Standard

64GB

ENTERPRISE
PLUS

vCenter Server
Foundationand
Standard

96GB

32





images/00013.jpg
ESXi-5.0.0-441354-standard Boot Menu

ESXi-5. 141354-standard Installer
Boot from local disk

Press [Tabl to edit options






images/00012.jpg
0 0 D e e e e ]| R —

Server Device and Model Information






images/00029.jpg
Resource
management

EShX/oilsx‘ Template
management management

Alarms and vCenter ol
event Server core
management services deployment

W
management

Statistics
and logging

Scheduled
tasks






images/00028.jpg
Gereral
e

¥ Restart NTP servics to apply changes.

NTP Servers
200,38.65.57
67.18.167.111

Lo ] com | v |






images/00031.jpg
Database Server

vCenter Server

Logging, statistics,
configuration data,
Permissions, User accounts

ESX/ESXi hosts ESX/ESXi hosts

ESX/ESXi hosts

vCenter Server management scope





images/00030.jpg
vSphere VMware
Update VCloud
Manager Director

Resource
s \\ e ment
d
host Template

management, management

Alarms and VCenter
event Server core

7
management services deployment

Statistics wm
andlogging management
Scheduled
tasks

Third-party vCenter Site
applications Recovery
via API Manager






images/00033.jpg
Standby vCenter
vCenter Server VM Server VM

Copy virtual
disk files





images/00032.jpg
Standby

vCenter Server vCenter Server
N
o
S
Database node Database node

u

&

Database cluster






images/00035.jpg
- VMware vSphere'5.0

Vaware Product Inctallers

EEEER—
eohers Crente
vt Gphere it et (Gare)
\hvare Ephore® Upiateansger

e upporTols

Vhare ESX™ Dump Collector
Vibware® Sysiog Collector
Vibware Auto Deplay
Vitware vaphere® Authenticaion Prosy
Uity

VCenter™ Host Agent Pre-Upgrade Checker

Veenter Server™

YCarier Server™ manages alacerter access conal,
fEMGIMANCE MONKDIiNg, 3nd contauraion, and Unes
fesources i indidualservers 10 be shared among
el madhnes n e erireSeacentor onthe
YCanier Senarm o i Sorver™ b
R e Mo Ot € e e oo

and selectNoifyLinked Mode Configuration

Prereauistes:

Morosol NET35SP1 Windows installer £5

@ wortant:
Howimprovemenls i conse rspring roqure
et e R e e .

Install

Explore Media  Exit






images/00034.jpg
S
VEENTERGI

Comnectore
\IZAB\Ainisalr

29 Vi convestion s

Resty

|5 seret = [y Hep

Datshase nane:
Ouer

P Ussftonitors

fx———
fowe [

Datsbose s
LogicaNane | FieTvoe i 52 )
I3 Powe..  PRMARY (2 T 8y M8, uesticied o
VPibg Lo Nethgcable 1 By 10 pecert, nesticted gronth
e

st =

o o | |






images/00026.jpg
otz SstenV e Lo





images/00025.jpg
Correct Incorrect
pod-1-blade-5.v12nlab.net pod-1-blade-6.vi2nlab.net

Management Management

vSwitch0.

vSwitch0

vmnicg S vmnic1 g

Management Production
network/ network/
VLAN VLAN





images/00027.jpg





images/00018.jpg
Louilog PRKI Iinlae.

o s HIFTL0: 4 oot gt






images/00020.jpg
* Booting through Uare Autobeploy.

Machine attributes:
~ asset=Unknoun

pods. local
_ hostnames.

Image Profile: ip-Uare, Inc.-Test-Profile-bal03ceBcB01crob106HSEb1C75aaZ31

UG Host: host-170

Bootloader UIB version: 5.6.0-0.0.301646

Jomuscazhe,a6/b43db244400394ebi 60301 3bgact 94 mhoot .c32 . 714 31aficaZSF B9eZ6aBE [ 2
6623486,






images/00019.jpg
Louilog PRKI Iinlae.

EnER: gt aptions o boot> s cocey
S it Savitin// 2. 108.1. 1/ bpts/ics.cPy Ipe192.160.1. 208 netanke2S5. 255.255.8 gotemnye192.168.1.250






images/00022.jpg
HREREE
113

i
i

£
:

feERizii

BEEEE
SSa5adsaisazaisdzasad

BRERRMEERRERREEEEIAGE

i3

eSS et
Tircace Dt 5131

Diircoche et iTciso dr

o oS bl et ore A S SIS IS
s N e ey

o A b A oA A0 £ 0






images/00021.jpg
e

T T i
B o .. @ e . s B
e B eii [N el
’ 1 2
Vi - i T =






images/00024.jpg
'VMware vCenter Installer

vmware

VMware vSphere’ 5.0

vCentar Sarver
Vaphers Clint

VBghere Web Client (Serer)
\wate ¥Sihere™ Update Manager

VAware® ESKI™ Durp Collector
Vitware® Sysiog Colestor
Viwars® o Deploy

Vtware vBphere™ Autentication Froey

VOenter Host Agent Pre-Upgrade Checker

vSphere Cient

The vSphere Cllent applcationts you connictta an
E8 host directy, o ndirecty thiough a Certar
Sener.

Prereaquisites:

Explore Media

Bt






images/00023.jpg
ROM-Based Setup Utility, Uersion 2.18
Copyright 1982, 2688 Heu lett-Packard Developnent Conpany, L.P.

ysten Options ProLiant DL385 G2
PC1 Devices

Elandard Toot Urder (1P| [protuct 10: 4ae36-001

oot Control ler Order lie B1os neg 62/10,2688

| [[Backup Version 83,29/2886
[Bootblock 87,18,2806

/[BI0S Serial Console & ENS | B192MB Henory Conf igured
r Asset Text

Emuw Options

[utitity Language
address for NIC 1:
iSCSI MAC address: BB1BFE781651
address for NIC 2: BB18FE7B1652
iSCSI MAC address: B@1BFE781653

<Enter> to UieuHodify the IPL Device Boot Order
<t/1> for Different Selec <ESCY to Exit Utility






images/00015.jpg
Selest a Disk to Instal] o torods






images/00014.jpg
Viare E5K1 58,0 Tastal






images/00017.jpg





images/00016.jpg





images/00049.jpg
Ad

st Wizard = 3

Assign License:
st an exstingor  newcense ey totis hos.

5 Assgnan exstng s key o ths st

Produet T At |
5 Evaaton e
O (Motkeme ker)
1 Wiare vSpher S Enerpris s (1-12 cores.__ i
O e Urited

© ssgn a newlicense ey tothis host

Wiware vSpher S Enterprise s (1-12 coresip..
Unimited CPLs

= =
A






images/00048.jpg
= () veenter-02.v1zriab.net
@ [y At

Frence

[ SentaCra
Engneerng
Sohsons

e

O veviest






images/00051.jpg
pod-1-blade-6.viZnlab.net VMware ESXI, 5.0.0, 441354 | Evaluation (55 days remaining)

Tordware processors gl
Jr— General
Penory ol IR eI S50 B295%
strsge proceso spesd 29
ety Procesor Soets 2
Srsge At Procesor Cres oSl B
etk pastrs Lol rcossrs .
o Frpertresing et
pover et
| Software
System
L Festres Porefacaer oo spstars o
T Crtgotin oo reoseczot
o1 s ey oS version 550,048 12366 01220101606
dbookcatn s Release 0o 22210 120000 A
[ i 5
i Sstsfsutonn, il e
[ ———"
seauy oo
st Cche orgaton
Spstem Resouco Albction
ppe






images/00050.jpg
pod-1-blade-6.v1 2nlab.net VMware ESX, 5.0.0, 441354 | Evaluation (55 days remaining)

i b P

Cortipaon | Tadsa s s P s

Strag v Frdvno 35[0

[Generat [Resources

et [— P T2 cpay
e gy oxzomcr
s s zomae [———— oty
Proceso Type: ) sy R | 9 Pt






images/00053.jpg
Tpe: W e % System
Users: 6 Alusers
Cothesewsars: [ =en
Severty: W Enor ¥ Wamng 7 nformatien
Time

Gl 1 = [routs) 5

€ From:

To:

Tionday.

e 13,2011 Y]

imis

Number of events oretrisve: (¢ Allmatching events

Help

I = most recent matching everes






images/00052.jpg
e —

fousri s o

gz iom

e

@ oo sepes v s 0 e s
o
b Rrriove——

b it e S a0
ot
@ oot @ o oM
@ v i @ o dRmam v
B i et ot DT mmenme prevprarbings

@ RO 5994750, ot St ot 1 e B A o i ML

1k e [ T e T






images/00055.jpg
T —
T arueat
oty
[ ——
B ittt
© racamme
I e ot

s e






images/00054.jpg
e 2. o ety e e 1
e T
& Yoms

(e
By,

T e e e T






images/00057.jpg
P
oot
oo —

e

e

—

e —

1w oo e






images/00056.jpg
Fie Edt View Inventory Administration Pha-ns Help

B B [0 rome > 0 Mensgonet b @ ostprcfies 0 (G veerer-OLviznisbret

{aeteprtle I Chnepofle £ Edtpofie  (f Deletehostprofle (8 Attach How{Clster

S @ resanes

33
[ Hosthrofie2

Hos

Profile 1

Sunnary QAR

@ ExortProfle

General
Hame: Host Proie 1
Version 500
pescrption For hosts wihary o network comnecions
Conplance Unknown
Created Tme: eftapott 1224 A
Lot Modied Tme: 6[13/2011 1224 A
Reference Host poc1-blace-.1zriab et
Commands
5 earertic






images/00047.jpg
S (G veerter-02.viznisbinet
El 1
oz
Procuction
© [l Sta clers
© enaneerng

Soutons
pod-1-blade-5.v12nlab.1
& [ Segapore
O sdes
[y vema
© oeviest






images/00038.jpg
Linked mode configuration
Join toor form  nked mode (cr) revert back to astand-lone instance.

Setup has detected that this vCenter Server s astand-slone instance, Please check the.
option below to configure & i nked mode.

¥ 200 vCenter Server instance to an existng inked mode group o ancther nstance.

fromiked

ey Center






images/00040.jpg
Fie Edt View Inventory Adminstration Phgins Help

B [0 rore > vty > rosts mtcoms

vizniab2

Virtual ahines | Hosts

=t Cusert
0 podI-Hadecvizn
([ poc1-bade-7 01200
pod-1-blade-8.v1zni | | Hests:

General

High-Priority-Paol Virtual Machines and Templates:
@ Low-Prority-pool
@ MormabPriocty-Pool
ot Chsters:
) veenter-02.viznab et Networks:
= B ] Datastores
T poch-blade.v1201ah.
Commands
[ Add Host
il Mew Cluster

) Hew Foder

TPPodk:

Perforn






images/00039.jpg
Linked mode configuration @
Join toor form  nked mode (cr) revert back to astand-lone instance.

Setup has detected that this vCenter Server istance s abeady nnked mode. Please.
check the opticn below to make I a stand-aone instance.

¥ solate this vCenter Server nstance from lnked mode group

<ok Concel






images/00042.jpg
Deploying veva-0. ]

Deploying veva-01

Deploying disk 1 of 2 from C:\Documents and
Settingsljowe_scott\Deskiopl¥ware-vCenter-Server-Applance-5.0.0.
3247434158 System.smek

S minutes remairing

I™ Gl this g hen conpited






images/00041.jpg
Deploy OVF Template

VT Template Details
Ve OV tenplte dotas

OV Template Details

i 2 Proc VWi vCorter Sever Aoplnce
Verson: 003247

Readyto o e s
Pubter -

Dowriosdsez: 4060

Sevcndsk 57600 provisored)
52.068 (thk provisnes)

Doscrpton: ¥are venter Srve Applrce

Verson 5.0 C ring on SLES 11






images/00044.jpg
hance - Windows Internet Explorer [-5T3)

P S 50






images/00043.jpg
N0 NETWORKING DETECTED. Please conf igure your netwark
Muare uCenter Server Appliance 5.0.0.3247 Build 434158

Jro manage your appliance please brouse to https://0.0.8.0:588,

jelcone to Ulvare uCenter Server Appliance

huickstart Guide: (How to get vCenter Server rumning quickly)
Open a brouser to: https:,0.0.0.0:5480,

Accept the EULA
Select the ‘Database’ section

Select the ’Status’ section

z
3
4 - Enter your database comnection information
5
6 - Click on the 'Start uCenter’ button

T — Use firrau Keys to navigate
Conf igure Netuork and CENTER> G0 se1kct your choice:
Set Timezone (Current - .






images/00046.jpg
veenter-02.v12riab.net
5 @ o
[

Veerna

B

Hongkong
Sngapore

Alarta






images/00045.jpg
Pl €8 o vty dreiran a1

B8 o | EE—c
& 8 e
® ® a4 I » & @ © &
3 B =B & & &
R Tk ame Togeta S coans = [ X
= . = e
I 5|

1
T @ A |

i o S s wooes i s~ ViR e 4






images/00037.jpg
ITEM VCENTER SERVER 4.0

ESXi hosts per
vCenter Server 200
instance

VMs per vCenter

" ,000
I —— 3,

VCENTER SERVER 4.1

1,000

10,000

VCENTER SERVER 5.0

1,000

10,000





images/00036.jpg
Center Server J¥M Memory
SelectvCenter Server Web services 1M memory configuraton
o cptimally configure yourdeployment, please seect whch vCenter Server configuration
best deseibes your setup.
Inventory Sze Masinum Momery
Small fss than 100 hoss or 1000 vitual
© maches) duatte
e 10400 ot o 1000400 e
R E
(= Lo et 00 st 400 el I

cont cou






images/00069.jpg
Database Information
Enter adtionaldatabase configuration formetion.
s db_vSphere_UpMar
0DBC Driver: C\WINDOWS\SysWOWG4\sqlnclit0.dll

DSN s setupto use intearated Windows authenticaton, SQL Server wil use the ogged
on user credentials o verfy authenticty. Please cick Next to proceed.

S]] we> | cow |






images/00068.jpg
Sever

VEENTER 0TWIZNLAD
Connecton

VEENTER 01\Adninishsce

7 Ve comcion prpses

EETTE—
Ready

Database e [ ashere_Uphiz ]

O T —
W Lsefullietrdeing

Ot o

Logcal Name. JiM8) | utogomh ] Patn

o

o sphen

B 118, urosticted gowth
. Uphlgog 8y 10porcerd, rvesticled growth | DADala\MSSOL






images/00071.jpg
ik Next to nstal to thi folder, or cick Change to instal to a different folder.

Instal Wivare vSphere Update Manager to:

|7 C:Program s (6) Wware frasructre|

Chenge..

Configure the locaton for downloading patches:.

| C:ProgramDatal\Mmware \Mvare Udate Manager Pata)

<wo |[CReT]  cne






images/00070.jpg
Manager

VMware vSphere Update Manager Port Settings @
Enter the comection informaton for Update Manager

Specify how this VMware Sphere Update Manager shouid be identiied on the netork. Flease
make sure this P adress or host name can be accessed fiom both vCenter Server and hosts.

Setup il open the portsn frewal f the Windows Frewal Internet Connecton Sharing
Servce & ruming on the system.

08P Ports Web Port: SSLport:
[sos+ Joos4 foos7

™ Yes, T have Internet connection and T want to configure proxy settings row

<eod [[ det> ] cne






images/00073.jpg
saTrogran Files GBGMMyarasInfrastructureNidato, Hanagorunuarecunds. exe
3580433507 7 6988 RLERT] " FloaUeil. 2661 Product - Uars Update
='58.0, Build - 38831

Shau_this nessage.
Dounload updates hased on the current configuration
Export all updates that have been downloaded
Optignally use start—tine and endtine to restrict
"x hoct update export to a time nange
R —-re-download 1  Re-douniond exiseing updates that aay be gorrupted
and dounload neu updates. Use this conmand only
Jou suspoct UMD paceh siore 1s cormupted; npm...uy
Use Uith start-tine and snd-tine to Specify
zange o ve-donoad of “xisting updaces. DEPRECATED
ot-config 1 Setup UMDS configuratis
get-confiy 1 Print cuvrent UDS conf iguration
i Erint GMDS vors don
The 1 infornation shoun on the console
(uerhose.infn) Use this along with download, export
iown load operation only
Jist-host-platforns  List all suowmorred Dik piathoims For downlssi






images/00072.jpg
ik Next to nstal to thi folder, or cick Change to instal to a different folder.

Instal Wivare vSphere Update Manager to:

|7 C:Program s (6) Wware frasructre|

Chenge..

Configure the locaton for downloading patches:.

|/ D pataMare etz Manager Data)






images/00075.jpg
View Baselines for: [Ffosts Vis/Vas

Bascines st Edt.. odete Bascine Groups.
Bsssine vame TGort [rype [ Gomponet [Lastvioan [Grovm Hame
=

Non-Grical ostPatches (Predeined) 3 Dynamic. Host Paiches 41122011 5.






images/00074.jpg
T

T
Tosatd -
B emunengenne e

P ——
8 e s

ety s
[ ————

(S|

Towe o
PR —

ey

[e——

bt Conmanson)

arersphespste






images/00077.jpg
Complance View

Baseline Groups Create... Edt... Delete
(Group Name Componert
1| viznkab.net Baseline Group - All Host Patches Host

7 Crtical Host Patches (Predefined) Host Patch

[ Non-Crtcalost Ptches (rrecefined) tHostPateh






images/00076.jpg
ENTTTEE—— . -loix]

Dynamic Baseine Crteria
e oo e deteme hepaches ncaed n th basene

e e i e | B i
eatch Ontors iyt patches thatmach o il

Crtens

patch
Severty:
Caegory:

’:

1t detomee the et o pathes kided  the dynam basene. Th set il conan

Reles s

Jendor:
[are, nc

- ™ onorafir
Noderte

procents I onorsetoe
e

Jovroc

[Ebercersrt

Joer

=

ey, ol 5200 =

‘2psthes makch the sected era. Ok Next o viewpach
e,

E=ir==r==
A






images/00058.jpg
—ttrbutes
Custom atributes asply to o vitusl machines in the inventory.
Clck Add o add a custom attrbute.

Clickn the Name and Value filds to edt.

Name. TValoe. [Type. |
Virtual Mischine ok [ifrastructure | etialtiactie |
|
R |
o
|

e =






images/00060.jpg
Select License Settings
Where shoud vCertr lock forproduct lcenses?

Cmert Center: [center o1 vizris.net
s VCerter licnse.
Statstics
[ st @ Ason an existingconse bey o this vCenter Server
ety Frodut T Avatabis |
s = Eoiontode
ports O {falkwpst
- & VCenterServer S Standard Urimaed
Logog Ostrs P z Cnireedi]
Ipetobese
Ioatabese Retenticn Pocy
st setings s anew kerse ey totis vCenter Server
[pcvanced settngs

ESK3.(ES43.5 hosts and some Cenker adkons are cansed using acerso srver.
Enter the address o the kcense serve t oy lkense 54 3.ES4 3.5 hosts o
"sddon.

—

% Reconfgure £543 hostsusing lcense servers o ussths server

I =






images/00059.jpg
Fie €3 on noniey cnesoasn sk v

S e e

o ysT

ey | [2]
i |

o T ek «

Jast






images/00062.jpg
Select Logaing Options
hatlevelof detal haud vCenter ue Fr g Fles?

Curent ucerter; [center-01.vizrish.net

[censng

it Sl

urtine setngs

PRty heseting below confuresthe amountof ot colecd 1 vCenter o ls.
-

30w

pons vCenterLo93n3: - [iforrghon (ermal laora) E
rineout settngs [lore (Ugabl ogging)

s i err etors ey

fosans o S

lotabase Retentin ey Netze oy

e
[avancedsetngs






images/00061.jpg
Statistics
Select sttings for collecing Centar taiztics

Curent ucerter; [center-01.vizrish.net

= P
Tsaowaen | senra T Stattis Lol I
ot mst s 10w :
o rosi B e i
= Bzrous 11irth .
R Bioar 1vens h
r—
Lo e
e
e s
|55L Settings: Based on the current vCenter and inventory size, the vCenter database can be
dvacedstogs e ot o e Y e 8 AR
e o s sh s,
T bt Conssdpe e 143260
R
Click Help for detalls on how the vCenter database size Is calculated.






images/00064.jpg
o -6 v 2l et

Toetats

Staned

‘“eonter01 vizriab et Pending Wt o logs b= perted,

Veanter2 i et Pending

Wi Sl lert corgiete
al | |
Download Detais:

Fle: od1-Had-5.v120lab v oport 201106113001 05-00. 102

Foldrt

M areContersupport 2011-05-13901-05:00






images/00063.jpg
Export System Logs

Source
Spefy where systemogs shouk be gathered from.

[ Systemioos
eyt ‘w ‘You may download system logs for vCenter Server and any of the hosts below:
5 B0 veemer DL vizriab et
= By b

1 et
EID potL-bladesvizrishnet
OO poc bt 7 vi203 505
IR poc-bisceavizish et
5 [ veenter-02.v12ricb.net

¥ Include nfarmaticn from vCenter Server and vSphere Cient

= =
Y






images/00066.jpg
PORT
80

80&443
902
8084
9084

9087

SOURCE

VUM
vuMm
VUM
Client plug-in
Hosts

Client plug-in

DESTINATION

vCenter

Internet

Hosts

VUM

VUM

VUM

PROTOCOL
TCP

TCP

TCP

TCP

TCP

TCP

DESCRIPTION

Inter VUM-vCenter communications
Retrievingupdates and metadata
Pushing upgrade files

SOAPlistening

HTTP service for patch downloads

Uploading upgrade files





images/00065.jpg
vCenter-suppos 00

Fle Edt ven Fovortes Toos b
@k - © - B[ Pt vt [ 15 5 X |-
Address [ C:\V¥ware-yCenter-support 2011-06-13901-05.00

T See e | —

Nare -
[ Epoc1-iodet vizris et De2tKe T2 ef13011 106 A
(LJvcerterot viznls retves, 221,561K0. Comoressd (appe...  GIIRDI 1:06 1
(L veerer-2.viznss et v, 2765K0 Compresed (cppe... 6192011 1:06 &1
(W09 SPHEREIE ik . 610 Comprossed appe... 61312011 105 AM

4 cbiects 2nme | My Computer






images/00067.jpg
Sever
VEENTER 0TWIZNLAD

Connecton
VEENTER 01\Adninishsce

7 Ve comcion prpses

Ready

T —
T —

FleTre i 5o ) i
Rows Data | FRIMARY By 1B, uvoaich,
Log NotAppicavi | 1 810 porcert, ure






images/00089.jpg
nes rertormsnce ¢

Configrstion Tesks 8Evits Al peimiz Srsge Views W Stie

San. Awdu. reb  Adunves
[Rescneags e Gro

[ s Grope s ismoenrtBosaires
( Vianiannegassine Grovs - Al estFane

| [tComsiane Temoss]|
ol e ——.
© Nor-Canplet

[ CrtcaiostPacnes (recein Pacn

Ml o
Fres ;
et :
i @

12k et Baselin Group - Upgrade 5.0 and Patch -> v 2vlal et Boseine - ESX 5.0 Upgrade > © NonCompliart ord

Fostame Tosches —(Upgaaes—[Bxomsiors—[LastpwcnScan |
[ posrmeeavizvara v i Tonszor 508

e ross






images/00088.jpg
Scan the selected vitual machines and appliances for:

P Vrtusl applance upgrades I YMiware Tods uprades

T VM Herdwre uogrades

e | [an ] oo |






images/00091.jpg
Recent Tasks

Name TToraet TSt
T @ pod-ibladesviniaios @ Complesd
) sugepstchestoenty [ pod-bladesvimibre @ Complead






images/00090.jpg
M Groups and Independert Basclines > Al > & NonCompliant and A Incompatibe and_2 Urknown and

Uratnchneswnd Vs Ao s TTTree  [Upomies  ViwreTomswpiraded Anches B [t S Tr 2]
| Borsctece w v Compian o @vmrs

i 1est1551.1 w  inconpastie o @vme 1
w © on Comput o @i

@vwe =

| eerteror
v & nconpuse o

|Bomear
Hide WV Wre Toos upyade st |\ fRenedte.. |






images/00093.jpg
P —

P

P

Semes e acstoss
© immedy

C e [T |






images/00092.jpg
St s s of e et

Remadatin
e v

ftisiy | aseine croups
€ o e s[5 Y Cica ot P (i) ot P

o e b et [ i S Sacry oy sttt Pt

ndnaat Baseines b Ty

€ Lpgsatisiner

o T —






images/00095.jpg
e

Chmteremeaon ot

ot e, ot o ety e cron e Lo g Rl . b e e

17 Dt Dt omes Mt Gt sl oy b et s

17 ot i st s iy o ot .
R U S O —

I Db it Tk (7 i i fr e s s

0 ot e T e s e e
e e

™ e prat emcaon e e i s
G

7 Wi s o v et v e ot s 1 e s, e st e s e,

Gt gt e e anfsatn nd ors o et _Gereste it






images/00094.jpg
RemedtonOptions
[ -

= e oo
= -
o optens S s e s i ks o st
, o e o e S A

eyt s
N e |
¥ ey rmg ot e m e of s
N O | ——
Mot treres [

I by el et deos i i et

e r—
™ i p e of e o s S s

1. P et P r e ot To e s s s
S wat e e






images/00097.jpg
[———
St sbeber b e bt e o e el

Sty st lsck o, i bk o e sl rmedatn.

9 e ot f vk e e o e

Coe e [ e

[ en———

(S e e f e . Gt et e

Sbottest
e
Descps: [Tt e e e o

7 Tt ot e meey b s e






images/00096.jpg
schetie
e

i s o e i e s e o, oo e e s

S =
N e

© Scese o st anccine

oo el e, o o
ey

B L ————
© messay






images/00078.jpg
Conplance View

Baseline Groups Create... Edt... Delte
Group Name |
& ] vizniab.net Baseline Group - All Host Patches Host
- L, vizniab.net Baseline Group - Uparade 5.0 and Patch Host

[ Critcal Host Patches (redefined) Host Patch

T Nor-Critcal HostPatches (Predefined) Host Patch

7 vizniab.net Baseline - £5X 5.0 Upgrade

HostUpgrade






images/00080.jpg
e o v ey Ao o
L e e T B - a

L pa—

s oo |t






images/00079.jpg
Paches

‘Seect patch baseins o i basee 5,

ome a0 Type

Ready o Compete

Selc the path baseliesfor this graup.

[ Tran Swsivetians Trve 1
I CoscaHost Paches reieines) o P
I Moot Hot Pt (Frdeines Host atres
7 2o et i - Sty ony st pches Host atres

Create arew Host Patch e

so | vews | e | et






images/00082.jpg
et v ey e B
0 B [0 v ) st G e

i T ]
i T G T
Do e e —

B v sis g Sine et s






images/00081.jpg
Update Manager Administration for vcenter-01.v12nlab.net

Baselines and Groups Events | Notifications | Patch Repository | ESXIimages VAUpgrades
‘Settings ‘Vitual Machine Settings
Netork Connectity
Specy the remediation rolback optons. 1f ensbled, rolback v take &
Dl tvien enapeho of the vrtial nachne before remedatn.
Donnload Schediie
ke a snapehot of the vitual machines befre remedation to enabe:
Notfcaton Check Schedke B s
» Vetual Machine Settngs
€ keeotor [ hous
ESXHost/Chster Settngs e
@ Do not dekete snapshats
VApD Settngs

@ SOt reduce the perfornanceof e vrtus madine. Delte the
‘snapshots s soon as the remedation s valdated.

Aoy






images/00084.jpg
Release Date:
oED:

Bugrag D:

isco Neus 1000V VEM
isco Systems, Inc.

enbeddedEex 4.0.0, embeddedEi 4,10, e5x 4.0.0, 5 4.1.0
bitpu/h yware, com /1021571

VBM410-201007311.8G

9100

Gisco Nesaus 1000V for release 4.0(4)5V1(3a).

The Cisco patch VEM410-201007311-8G shoud only be instalied aong with ESX/ESXI
4,10 you are using the Gsco Nexus 1000V product, This patch pdates the Cisco
Nexus 1000V Virual Ethernet Mociie to be binary compatbie with WWvare buletin
ESKES 410,

Do NOT instal ths patch i you are ot usng Cisco Nexus 1000V product.






images/00083.jpg
et v ey e o 120

I T R

B






images/00086.jpg
e ot ey e B o
B0 (5 @ e+ 81 oo

e [ s o

o = P G

(s Gy






images/00085.jpg





images/00087.jpg
=10l x|

‘The baseine you have chosen to detach s attached t the abjects Iated below. Selct the objctsfrom which to detach the
baseine. The baseine wi appear I e Compliance ven i you detach the baseine from ol of the Isted abjects.

ety ame Trme Toermon 1
I Eavinias Ontacenter

™ BBvesp-0t vApD

I & corezrazor Viuatbsching Vs

P @ abccr Vinusitachine V0

r @ ubaca VituaMecnine Vo7

7 @ obsaas-0 Virtusi Mschine .08

™ @ veva-01 Virtual Machine vmx-07






images/00196.jpg
15G51 network portal: 156351 network portal:
192.168.1.100  iSCSI connection—this isa 192.168.1.200

SCSI TGP connection betvieen an

nitiator initiator and a target. SCS! target

iSCSI network portal: iSCSI network portal:
192.168.1.101 1921681201 sy L

1868 session (In general, can be multple (In general, there
TCP connections—this is called Multiple can be many iSCS|
Connections Per Session.) LUN behind a
single arget,
though some
armays use one

target per LUN.)





images/00195.jpg
VMFS
datastore

ESX host ESXi host
Each ESXi host
has a minimum of
two VMkernel
ports, and each is
physically
connected to two
Ethernet switches. | Ethernet Each switch has a
Storage and LAN minimum of two
are isolated— connections to two
physically or via redundant front-end
VLANS. / array network

i interfaces (across
storage processors).

Ethernet
switch






images/00197.jpg
Software i5CSI
initiator with generic
network interface card

Software iISCSI
initiator with
TCP/IP offload

Hardware iSCSI
initiator
(iSCSI HBA)

[scslportto 05 |

[scsiportto 05 |

[scsiportto 05 |

iSCSI
TCP/IP

CSI

[ Ethemet ||[[ Ethemet |||[FEthemet |

| Media interface ‘

[ Media interface ]

‘ Media interface ]

Host
processing

Adapter
card





images/00192.jpg
Zone 1






images/00191.jpg
ol [

path st [Reund ebe ()
Storege ey s VWW_SATP ST
pate
Furtime o [Two% Taw e Traersd T
HBSACOTOLS 30005 7208 25400 0005 TS O ® A ()
RHbaICOTONS  SO0005 7200204100 0005 T2 2L B & Aave(io)
Refresh

==
Rurtie Nare:

e SOEO0251501 0000, 200000250100 SOUODA72DR284c, SO000ST 20523442, S0R087 0001250257,

b COTOLS

Fibee Channel
Adipter
Targt

SD0I0ZSASI01:0000 20000 ESONH
SD0I87208 284D SO0 72,05 242






images/00194.jpg
Ethernet
Frame

1P
Packet

iSCSI Payload Data Unit (PDU)






images/00193.jpg
<— Ethernet

o






images/00188.jpg
ESXi host

ESXi host ) _ FC array

FC array FC array

Point-to-point Arbitrated loop
Fibre Channel Fibre Channel





images/00190.jpg
(37 days remaini

Va2

el | Coma VICFCaE TR
| S00002505.0100:0 D001
ot

view: [

pans!

e [Rursnotone | Opsrronasate | 0%
[ e ol ook (1 8000 ba2 OO Mesresd
e Charne 0ok (19 600, B2 COTOLD  Mewresd
E1C e hare Ok (18 000, P02 COTOLS  Heureed s
st
Maresd

gegeeeeled

G Fiee harne Ok (196000, a2 COTOIO
0 Fice Chamelosk (10600, b2 TOLLL
0 Fixe Charne Ok (108 600, POSZCOTOLLZ  Meuresd 2
EC e Charl Ok (i, 000,
€2 e Charn Ok (i, 000

o —

B






images/00189.jpg
VMFS VYMFS
datastore datastore

ESXi host ESXi host
Each ESXi host

has a minimum of

two HBA ports, FC switch

and each is

physically

connected to two

FC switches. Each switch has a

minimum of two
connections to two
redundant front-end
array ports (across
storage processors).

FCarray

FCLUN

Switched Fibre
Channel





images/00185.jpg
Write: 1 Write: 0 Write: 1 Write: 1 Write: Parity1 Write: Parity?

Yy Yy





images/00184.jpg
Uata: 1011

Write: 1 Write: 0 Write: 1 Write: 1 Write: Parity

'y yyy





images/00187.jpg





images/00186.jpg
2 @3

+ St pdres

Ko et oo,
G o a0

s

TG S o woaes e G~ TSRS






images/00181.jpg





images/00180.jpg
Initial MAG:
005056342240

Effective MAC: | '
01402023 11:1c

Initial MAC:
0050:56:24:24:50
Effective MAC:

01:1C:20:24:3350

MAC Address Changes: Reject

vmnicO






images/00183.jpg
Write: 10 Write: 11 Write: 10 Write: 11

Y yyy





images/00182.jpg
Write: 1 Write: 0 Write: 1 Write: 1

ryyy





images/calibre_cover.jpg
Scott Lowe






images/00179.jpg
JC) [~ cototows = vk cometirs

~ @ 7]
Orgrite = 3 Vews = 3K Dbl s rebk ke ¥ Digrcse the comection =] Renae the cmmedtion @

Mame__| | starue | -| Dovice Nams | -| Convactmty | -| Network Category | - Oneer || Typs _|-| shore # ortost Addvese | -|

o or ik Speed et ()

’,mm,_ [ pe—)

The ki

oo e s il st s Cick
e v e it e

Ve
& [z






images/00178.jpg
[sc10. presene = roruer
sc=10. sharedus = "nonev
2c=10. virtualney = "1=isas10a"
foeneize = manser

sc210:0. prasent = reruer
oin2KeE2-02 vk

221010, 25 2eNane

[sc=10:0.asviceType = 7scas-narapisk”
sched. scs10:0. shares = "normal”
[sched. sca10:0. throughputcap = ore”

1c1:0.clientbevice = meruer
et 0. devicaType = macaps-caront
1c1.:0. scartconnected = "fatser
ccherneco.presen = ncruer
chceneto.virtuaivey = e1000"
Cchernatd. necuorkiiane = "VLANI"
i —————

thernero. eneratediaazess
vom veansize = ressasont
15k B 1e0u1D = meruer
uestos = ~uindovararv-si”
iia-bios = ™42 if of 4 91 14 18 co-di bS 55 78 45 Oc A a0”
Ve uut = 50 it 8 48 of 47 22 2a-a6 13 29 a2 64 a2 24 02n
orac- (st of 3135 bycest]






images/00174.jpg
= [re——
2 toerveenter Credeni vt [
pplonhwrimbiin P s en) i

& Raew Corosasa
7. cont maen
et

alia]n
Cisco

Nexus 1000V

o[> ] o






images/00295.jpg
1-blade-6.v12nlab.ne

VMware ESXI, 500, 441354 | Evakuation (50 days remaining)

S VAN PR, N N R TS

Firemall Rorsh propies,

ncaniog Corvect
e S0 (1) A
501 server 161006) a
cHep Gt e we) n
o et s00) n
e i onz4430r) A
e wob s () n
e Mg Aty Agert 0152 (159 U0P) a
P Toraee o100 2001 L08) A
Bisenver ssen(r) A
= ao(1) n
e oz er) n
s 427 TCP) a

Outoong Coractirs
e 103 1086 1) n
s 422 0 1C8) n
P Gt ey A
o o 5000) a
Pk Toraes 031008200 105,50) »
Mo vCeter gt sz ) n
e Hoh Aty gt 0162 (1CP,U06) A
e atco(1cs) n
e w0 n
wou see) B

Lockdown Mode e

i e oot et s o g eyt i o h ok .
bl o el ol o8 Ao e PG i

Loddounace: bised






images/00173.jpg
I~ show Al Devess

-
Resrcted

© scsicontotero 5t Logi Parstel

© Heddsk1 Dk

[ omwave  febtnizlsope |

B Ntk sdptr 1 e
B Nk st 2 s
B Nk st 5 s
& rhworaves Genone

v St
W Comnected
% Comect o powsr on

DevkeTipe.
 clerk Do
At Toerec o v,y v
il mchine ot

blton s e

 HostDeviee
 Datastore 150 Fle

[fpod - 121 50l 1000v.42_Browse.

o

€ Passtroh Dt (ezonmerdsd)
& crise e

—usl ey ot
[ T ——

o | cm |






images/00294.jpg
~User Information

Login: octuce] up; 503
User e [E5i User

s e and UID are optionsl
[~ I Change password
passwod [
L

~Shel access
T Grant shell access to thi user

Group membership

Grou elect Group - |






images/00176.jpg
[General [Polces

[ ety

ot ronscans ot e
wan

Tearting and Failover Db ddee chenes | Aceaet: ~
iy ot e —
ertang Foromt Tarsis =

s
aivrced

el






images/00297.jpg
Power On VM

\ (privilege)

3 Open Console

H (privilege)

/" WebSiteOps WebOps Configure CD Media
" (group) (role) (privilege)

Web Servers
Resource Pool
(inventory object)





images/00175.jpg
ySwitch Properties

General  Securty | Trafic Shaping | NIC Teaming |
~Policy Exceptions

Promiscuous Mode: Reject 2
MAC Address Changes: [accept =
Forged Transmits: pccept =






images/00296.jpg
rewall Settings.

Alowed IP Addresses:

" Rlow connectionsfrom any 1P address.
& Only alow connections from the folowing netwarks:

00,005

i Separate each netwark with 3 conma.
-
192.166.0.0/24, 192.168.1.2, 2001:51/64, [d3e:2956:0a81 e478: /54

|| e






images/00170.jpg





images/00291.jpg
Fault Tolerance

Fault Tolrance Staus:
Secondary Location

Tota Secondary CPU:
Tota Secondary Hemory:
odistep Iarval

Log Banduidh

Protected

poct-tlade 7 vizriab net

e
7es.00M8

© 0054 seconds
15






images/00169.jpg
dvSwitch-01 Settings.

Propetes | etk csors | rat Wt | o | ot e |

e v
i m— s Eo—]

o

|| s es =]
T i Loy Discovery rotecs 7]

peration: o =

Aot Coetac Infomatn

o O —
[ Cther detis: fscott owe@scottiowe.orgl

Exangl: s s, e unber ts.






images/00290.jpg
Fle Ede Vew nveniory Adtinstraton Plgs Heb

D e e T

wr 8

o ablee o

Tz et
it
&l Custert
] poc-1-tade svianl
poc-L-hce.v1201
poc-1-lde 7120l
poc-1-lde 1201
FaiPriorty-Pool
© Lov-Prriy-pod
Noma rcety-fool

wpp-01
coredianz s
B s

& shstipton|

sost L5
ol
3 o
1 seetizpros
B seetizpros
ekl
B vevwol
B meat
& w2 on
& w2
etz 03
wedian2 o1
B wediazos
5 iz

O |

Guest 05t Novel SUSE Linx Enterprise 11 (64-bit)
Wi H

u fuaru

. e

ey ovbest 8338

olook  Notmeong
e,

onse:

i s

s Pomesdot

ey ot et

e ok

vSphere HA Protection: @ A
-

P romeron

B carsais

B mowe
ot ]

Ve

o ]

7 Tasks @ Alams






images/00172.jpg
[-Io1x]

Create Distributed Port Group.

Properties
vy ekt deny thi stk

Propates

npe: T —

Prvste WAt Enry:






images/00293.jpg
Login as: vi-aduin
i 1come to vephere Nanagement Assistant
i-admind10.1.9.100's passvord:

Last login: Sat Jul 2 03:35:06 2011 from 10.1.7.53

Jvi-aomsnBuma-01:-> vietg-user --server pod-i-blade-S.viznlen.net —-userneme root]
“-entity user —-login testuser --operation add

Encer passuord for che user:
Encer passuora for che user again:
creacen umer cestuser successrully.
i-adminfma-01:-> ||






images/00171.jpg
dvSwitc

Settings

Properties | Nabwork At PHats AN | trow | o errn |
Enter o e rnary rvte VAN D e or et 2 secdrypvs AN D and T,
Priary privake VAN TD. 1 ‘Secondary private VAN 1D e
10 @ P
{Enerapvate AN D o] 0 e
e Conty
(Ererapehts AN DD e] St
Range 14094 o | Rerwer s =
o] o |






images/00292.jpg
pod-1-blade-7 -
Backup
target
App
Agent VM1
App L
L)
Shared
Agent VM2 datastore






images/00177.jpg
W Intrusion-detection
system for
Nt production LAN

\

/

\

Production LAN

(VLAN 100) Test/dev LAN

(Allow Promiscuous
Mode, VLAN 100)

1DS port group

vSwitch0
(Reject Promiscuous
Mode)






images/00168.jpg
dv-VLANIS Settings

Gl i
ok ity
secuy
Tralfe hapng oo tatsi
wan

Teaningand Fover
ezonce Ao

Mecelinecos
dvarced

== =]
ncied

(o ] e |






images/00289.jpg
Ty
| TS - ]

esbabew e

T T
e YaE

=
D e

s Ers T Tom e T
T S o R v =
T i =






images/00288.jpg
Turn On Fault Tolerance.

Turning Fauk Tolerance O wil take thirrovisioned disks snd disks wah bloks zeroed ok when wikten t and
comvertthe o disks wit llblocks zerced o, Tris dsk comversion requres tt a vitual machine use mare dsk.
space and requies some prcessing e,
The DRS automation evel For ths Y will change to disabled.

The memory reseryakion ofths V¥ il be changed tothe memory sizeofthe Y and maitained equal o un Fauk
Tolerance s turred off,

D0 you wank to tur O Fauk Tolerance?.






images/00163.jpg
Network Conmectvty
et ot o s i etk onnactty o th adpors i hehers sruked s,

e T T Trorson

Network Comectity | P Voma  sieespatgon

estoCongi o T —r
(=== Voaga s spotgen

e |






images/00284.jpg
o

Advanceduntne o for Cluster-t

Shot s e
2y CPUs,
ehe

Total st chser x50

Used et ]

Al st 1528

Feoves st s

Toalpowered onvms nchter 8
Totalhost nchster s

Total good ost st s






images/00162.jpg
Ak Ed Romove Miots
— T sk Comecin
el | ot






images/00283.jpg
sgcten

ot

v i

o
e Tk

Novel SUSE L Enree 1 (6450)
1y

1o

)

Notureig

oo e 7 12t

Viprerer prtscin @ pratzasd &

Commands
[p——
10 sugend
& et

B et st

[ oz
Conned st vy ooome
Actve s nory: oo
Refesh saon sape

Provicned Sorso: 160468
NotohredSarae 160460
Usnd crag: 160468
Sorse Clmms fowetme |
@ dcmmol @ toms Lok

[ e

& v Sanda et goup
e

VM Storage Profles

ooz |
W steragerofes
o Conphrce






images/00165.jpg
EIE

Selctnetworks

et vetwarks

[e—

Reatytoconpet i
bt o ok s e corrsto o ok et

Mot [s-Dren o0 3 b

1 b s i et gt s vt crmctodto s ek

oot ek

Nk s aaveon 3 et






images/00286.jpg
Cortrsion s

iy Trae Tt e T

i wert 0 vuent e sty ghero i ke ek an st oL Vi

[ o bbbttt WA 1 ybero s s ot e 12t o it iz
ot Stz R

ors s dsted 5 o 12 b Gt iz






images/00164.jpg
Physcal adpte Dtals
General

Vendorcl

Drectan1jo en. 2

Cisco iscovery Protocal
Oevee
portio:






images/00285.jpg
Hosts WMts | Heartbeat Datastores |

M Protecion Summary
© Protcted: s
© Urprotacted o

e






images/00159.jpg
Gl
s

dvarced

—polcies
Teaming and Fallover

LosdBaencng: [Foute besed on crgnatng vrtus por 7

Ntk over Detecton
Nty Suiches:

Faiback

Fallover Order

Selct ctive and tardy uplks. Durg afalover, sty pleks actvte i the
ordar spected belon:






images/00280.jpg
MONITORING
SENSITIVITY SETTING

Low
Medium

High

FAILURE INTERVAL

2minutes

1minute

30seconds

MAXIMUM FAILURES

FAILURE WINDOW

7days
24hours

1hour





images/00158.jpg
Gl
ok
S

wan
Teaningand Fover
Resouns Alocaten
Forteeng
Mecelaneoos
dvarced

—polces

Ingress Trafic Shaping
status:

Averoge Sandhih
Pesk Barchcth:

ourt s

Earess Traffic Shaping
Staus:

Average Bandvk
[rr—

Bt s

Trsfc shaing el ez sy t each e n he ot rc

[Eratled =

[ =] totsisec
100000 = tbtsionc
2300 A rores
[Ertied |
o000 Fotsjsec

100000 T ke
102100 = topes

Help






images/00279.jpg
Erre
phere
Vet Machve Cptions
Wiborkory
Datatore Heatbestn
eohere ors
DR Groups Mansger
s

Vit Machie Optors
Powe Hanagerert
Host Optons
s EvC
Suapte ocaton

Wionzoring Stus
P Monkoring restarts vl s thle Wi o hearbests o ot racived
it st pogktonHarkorng e il et s 10
Soplcatin hestthess v o 1 it

[ veitorng only

T uton

gt A resart he 1 D et botvenoe bt ond e
1 350 secon vl vephers R rstats
D o e o e 3 ks vy e,

[————_________,
WA R
[ weaeass— umamessn <

@ mesorze: e s "
& dear U e s

@ wedazor Ut s

@ oot v e s

& wasco Uit stgs N

g e st cster setngs 1. . ij‘

o] o |






images/00161.jpg
met YMware ESX,

o

Farawars )
Processors. Networking » —
ey |






images/00282.jpg
Erre
phere
Vet Machve Cptions
Mbontarey

eohere ors
DR Groups Mansger
s

Vit Machie Optors
Powe Hanagerert
Host Optons
s EvC
Suapte ocaton

sphore H uses catastors to monkor osts and Y phen the mansgenent rebicrk has
ol canta Seves et 2 ciratore o 45 hoe g e ey and it
prferences speched beio. The dtasores selected by ACenter Server ot eported i he
Claster Sa2 oo,

st oy oy prfon s dtasoces
C seoct s of the st atastores
S oy of the uster dtasores kg o acourt mypeforences

otastores avaiole for Hearthet, St thse thatyou prfer

7 ane Thod [Hoss Mot Goatars |
O @ Fost-osasion
O @ withniz |
8§ e e
B 0 sttt b 4
R R

Fosts ountng Selected Gtastores.






images/00160.jpg
[General bican

o
o e Block llperts: [ |
E A s sesnve

[dvarcad






images/00281.jpg
(oo o

phere
Vet Machve Cptions
Wiborkory
Datatore Heatbestn
eohere ors
DR Groups Mansger
s

Vit Machie Optors
Powe Hanagerert
Host Optons
s EvC
Suapte ocaton

Wionzoring Stus
P Monkoring restarts vl s thle Wi o hearbests o ot racived
it st pogktonHarkorng e il et s 10
Soplcatin e it

it

Wik [ oy =

ook Gt Setirs

gy, o ———— ] P G
e ot o
Wi e [ = seunss
Mommpemmss b3

M esets e widow: C 1o e

G 1
R T— |
e TWMantomg | Aol ks
& edoros Use ot setings 11
& wnsezor s chr st
@ waece [P
@ o s sotings 11
@ oot st setings 145
& wecs st sotmgs 1
ey Use ot st -
b I_>f'J |

o] o |






images/00167.jpg
dvSwitch-01 Settings.

Popatie | etk cstrs | rate W eron | ot e |

Netrow
Colectr setngs
P addess: .1 9

O —

VoS P addross; w1 o o

o preven ol st from appearig as sepaate anonymous
s

[ Advanced setngs
Activeflow sxpottivsct: [ =
Idefonexpartteos: |15 =
Sanping o g |

7 praces nterl P cly






images/00166.jpg
Selct s toragrate

Seect o gt St s ot o WANIS o 8 ANIS GG
e R ST W [ Towmraer ]
£ [ Atsieee:

508 s I ae—

508 o 1§ btz aabe

o O o [ e —

A O8 siiwic: | B bz, astie

S OB wnmo | bz, st

a OB wmor 1 0 robtamavi, st

@& i - Qe tiensap—

@ 0@ wios 1 B rotlledavie, Acostis

w OB o 1§ robitasie, et

508 o [ e —"

s OB mea | ez, mate

B 0@ vaneds [ et —

{
i
I

- o [ ] o






images/00287.jpg
[ )

—r e =
® rantsotras °
—— o

e T [ s

o T






images/00278.jpg
ESXi Host

Management
traffic

vMotion
traffic

vSwitch0

Virtual machine|
traffic

Network Redundant

ewitch switch






images/00152.jpg
e et S e 1

G e e T
e ab&aA

iFes
i
i

oy el | T

| T —

a

P et stttz | | P

4

i T

e P O i






images/00273.jpg
Cluster-1 Settings.

Hostiritorng atus
S hsts nth chster exchange netverk heartbeats, Dbl tis Festure when
il Hchie Optiors porfrming et oy coue o resporses.
Wvorgereg

Dt Hetsestng L [Esbelut ot

ephere 005
DR Groups Manager






images/00394.jpg
Machine Pre

] [ e

Vet achee Vrson: &
= S | Resarcs
oo T ” ‘Select  virtual hard disk from the lst below and chck the Shares
o e fieid to change ks vahe.
oy e
3 o T Teen [Fwevas [
Aevarced U T Shang Ay P a1 00 ringod |
Avrcednary W todes: 2 fow
arma
i

ks an o b v st o
Socaedto

] e —

e

)|






images/00151.jpg
Readytos

Hetwor Corractoaty L

e T e
i L | || P cucsaom
e

g e bt .
T

o
e

o e ] e






images/00272.jpg
e e et i e 1

C D e e

= . el
I me
g Moo g
y - [ o mictam e
T i
S ————
o ZEE mmmmmm o o 8o






images/00393.jpg
] | B

hine Pre

Vit Machine Verson: &
= S Resource

o Ty [ PrrR—r————
au awe Padochange ks vake.
Marry ove
3 Tl T [Swe [ Swesvam |t 1o |
Bvawed 70 T Sharing: Ay Hord k... Nomsl. ) trimted
acvaedvenory LA Nodes: 2

ks an o b v st o
Socaedto

] e —

e

o | cwd






images/00154.jpg
[-Io1x]

Create Distributed Port Group.

Properties
vy ekt deny thi stk

Propetes

Name: poaans
waepe: I —

wan:






images/00275.jpg
[t Foatres S cptons tha definsthe Sehavir o veusl e or vaphece A
phere
Vit Mach Ogtions |-t sk S

Wihertars
Datastore Heartbesting NMewetl porkys: [Medum =
e o E]

DR Groups Mansger
s

Vit Machie Optors [
Powe Hanagerert Chuster setingscon b venidn or s it mchees,
Host Optons
s EvC = T Restart Frovky | ok st Rasponss |
Suapte ocaton ) We2E20 Usodistersating Ui chsorsatrg
) wedEe®  seduessming  lsecuate stiog
& odion Use dhustersetting  Use st sttg
G cordoor s dsterssting Ui chatrseting
@ weo Ui st stng s st sttng
B wedE201  Usodsterssting  Usechstersektrg
& o Usedhustersetng  Use custer st
& vt Uso chstersotng s custer sattrg
G veanter01 Uso chuster satng  Use custer sttg
& ko Ust hstersatting  Use custer sty
G et Use st seting Ui chser sty
B) WAE203 e st seting Ui chstrsektog

o] o |






images/00396.jpg
pod-1-blade-5.vi2nlab.net pod-1-blade-7.vi2nlab.net
VM1

vSwitch0 Switch2 VSwiitch0 vSwitch2

D D

v port
group

ESmImt | \Svitcht

Hatwork: vSwitch1

Physical switch

vSphere administrator initiates a
vMotion operation from pod-1-blade-5
vSphere Client to pod-1-blade-7






images/00153.jpg
[Reconfigure vSphere Distributed Swi

VDS dySikch-D1 port 105 sl on host pod-1-blade-7.v12nlab.net connected to
e core2ker2-01 nic=4000 type=vmiric
See the error stack for detads on the cause of this problem

Time:
Torget
VCenter Server:

‘veenter-01.v12nlab.net

5 Ertor tack
VDS dvswitch-01 port 10 is sl on host pod-1-blade-7.v12nlab.net connected to core2kéri ]

| o

Submit error report,
A

K1






images/00274.jpg
e o

Vit Machre Cptions
Jr—
e —
\sohers o

DR Groups Mansger
s

Vet achie Optiors
Powe Hanagerert
Host Optons
s EvC
Suapte ocaton

Host riory St
St hsts n s chster exchangentuerk hesrtbeats, isable this st when
perfrming rebwork antenance tht ey cause saton respanses.

% Enatie o Wonkaang

sl
The Sphere Ha Adrision contol oy dormins the amount of cser capacty that
e o s e s e Ay s v ok e
krated o recuees the e o VM thtcn b
. Enable;Dsalow 1 power o perations it vt avalaly constrars

Dl Alow W powercr peratons th vt avalailty costrats

Adnisson ontol oy
Spcky the type ofpoey the s contrl shold enfrce,

 Host Faires thecstr st

- Porcertage of chsterresurces
eserved s Foover P copacky:

© SpeckyFeover osts:






images/00395.jpg
e v . =t el
graneee |0 Vaden e oo
| firbenred - =
et s retaH = el —
8 rehsamont
—_—
Bteis @ s | A






images/00148.jpg
dd Host and physicl Adapters

0 vt o a8t e syl s  th o Spors dted st

e
it
Seurs v ot ot
=T Tyt T T
O ottt i e
O wetteta s, vovooah,
D18 voc 1t it ot
B0 etz ey
Seecpysical doptes
D iz = [arers
Bw o pastenrs

I






images/00269.jpg
pod-1-blade-6.v1Znlab.net Viware ESXI, 5.0.0, 361645

potscr o spstons e s [E—

o ree vy el revasszn

chu s B rzas e crucores: Bz amsan

Procesr Ty ) st R Proceso s ) sy P
550 0 250 15570 5 2555

Lo o oo S Erornse o e e s Entprse
P Lo o 2y, P e 2y

[—— 2 Frocesce st 2

Corepr Sk ‘ Coespr S i

Lot prcesons w6 ogeal prcesos "

Fpartrosing aave oot save

Norber oG 2 N s 2

s [— P Gomneted

s Machees o T 1 s s o ongizs: 2

oten i v woron i e

e B4C Dt © W eic e Dt

Cagenaae Orrergtise) TS| e se © Corneiot o) d

o T o GRS

e T e Taks:

oo s pote

nage ot nsge rtle

e Complres ons Pt Conplnce o

Drsapan i Gan. 2 Sptsd © Orectth 0 Gan 2 Sperted ©





images/00390.jpg
I S vy

. .

Costom Network Resource Paol

oo Usar-dfpad rotvorkrsarcspol
Fomion s e v
Vew:  taE

sty 1

e
2 deoasonz
2 v achen o

e, ot tind, WA T, nber of W, Narber o ports e A s et = [ o

rorany
Satcbodng
Stc g

[wano
Wm0

———————
12 ok
. 12 ek






images/00268.jpg
%,

=

A
)|
8}

ESXi host






images/00389.jpg
ort Groups [-[C[x]

‘Associate port groups with user-defined network resource pooks:

Potgon Thetverk reseuce podl =
P e Tw
2, Vitusl Machine Port Group [Fone. Mo,

Li_ Select mukipl et groupsto assate together it a snle network esaure pool. A ..

h El)






images/00150.jpg
Seect Hoss and Physicl Adapters
et s s e 0 a410h e deruted e,

Seec st ond sl Adapers S von gt
o et vt Tty 53 Tomemtgon |
resicna i SO1Q poebadesvizbh, Vo ott,
i s Select physicaldapters

i Voot o Dnyir

i prstey smcn 01 Onsi

st [ asutnoronins

s Vo ott, st o1 DR

o Voot o1 onyis

e Voot 5oL

2 g w0 vnics

ot o1 Dnsire

e e






images/00271.jpg
T e
phero i

Vet Hache Cptrs [Asert
Worseriy
[ e
e E1C
Suiptis Location R Tun Onvighers it
eptrs st o s oo ey o e el s
rring i uster. Coe ooy neotes ot and

g e v e Pt o e e,
“aphere HA must b turned on o use Fauk Taerance,

™ Tunon vighers bR

ptre s nis Cener e o e s o st el
e o st o e o 5308k s
s, s vl s,

Sphers RS s e Crter St g bt f el
et donsil it s s
e e L

Vephers 055 3 Wi EVCshouk b ensied i th cster et peri
Pl and iyating s Wk Fa Tlrance frmed o, e oo baancr.






images/00392.jpg
pod-1-lun-12

x

Th e hots r coretedothe doeastcr st s fon the st v the e

e

[osasoe[ste [ s 1 woU| ey | oyt
[ e bz, vontsd Covesd @ Wamd s ) w5t
oo i 7412 Peupted Corrncted @ Nl o GmmEn  + tmEm o931
0 rodtbodeiiz. Mousted Covected @ Normal w51
[FSreeap—— Covectod @ tomal = s woss1
g ] -
Dotantore Detals Ut to s, Fropares
o112 R

Lo

[ R—
Fefeh Soroge Coites

Sytem Storoge Cooity: A
L e Cpatiny:

Path seection
RoundRatin(r,,  Propertes
Ve Lk od 11z
Datatorefane: o611z
pathe
S s S
o 0 oo e
Oeit 0 e

e TSI GASHA 1630 OO C123

i P Charne i

w746 B e
20168 T Foe

Tasrome ey 497568

Storage 10 control
Erss






images/00149.jpg
v
i i

S ¥ oty cost et pxt g,
Resdy to Complte AR,
& b

s oons 0)

Nowpat b1 120 1
@ surini )
NPt o 13 8 iz 1

o e ] e






images/00270.jpg
5 - 0] pher O S A 40 4OAN AZEA FABDZ6300E 61 ot vecmter 11

EEEEETere]
H

S Tron

e

o
(5] e AFOIE.
[ pt———
[T R
[T p—_—
I p——_—
(50 4] e AP,
(504 ] s AP
[T R
[t






images/00391.jpg
pod-1-hun-12

=)
0 wodtbadesniz. Moustsd Gormmted
[FSTeemap— Covectod @ tomal o mmmm woss1

g}

Dotontore Detals N U to s, Frocoros
o112 R

Lo Nislrmes 575515 ASSIO-16a0 0ZS55010125

Fordnare e Unizonn 174G W e

Reheh Soroge Copites 201G D fee

Sytem Storoge Coodity:
e eined 300 Capatiny: M

Path seection

. Properis Etents Storage 10 control
Vmalbd  podiiniz  DECrbechmdD(ra. W00 Duded
Dutatoretans: pod 112

e Tt oy 4857568

T e

T Sy 3






images/00156.jpg
[Ty i e

o s 017 Ep——
botarta s [
o [rare | vt Rt asoss [paron | orcsanosn 7 (24s  [wawm
[y I A e e
ww Pt Wt 19
m - : dnms : Wt 19
W s - Wt 19
w - - Pt Wt 19
b z e Wt 19
15 B - i s 19
1 - Pt Wkt 10
W o - Wt 19
e Pt ; Wt 19
o : . o : Wt 19
w oo - it Wit 19
b - sonms - Wt 19
b S e Wt 19
= - e s 19
- - Pt Wi 19
= - Pt s 10
= : ptevrs s 10






images/00277.jpg
i /4] (42
4 NILREEIE
! A o) |a A

‘ pod-1-blade-5 pod-1-blade-6 pod-1-blade-7






images/00155.jpg
e |cpens | Resucs | ot | virves |

I~ shaw Al Devies

=
= ped
" o h

& vekocwd Voo cud
o s Resrsd
© scsiconter tiooe sas
=g VrtalDsk
@ colwane: GerDevs
ot st | s

_l_l @ Covedad

v St
% Comect o powsr on
Adupter Type
Curentsdgrers E1000.

ACHd

& s €l

Oredpatn1/0Gen.2
s Hotsupported ©

[ —
Hetwork et

[amis N |

| [Fam7
iAo
i (ovsmecn)
i v 0






images/00276.jpg
[ Fastres " Setcptons that e the behavr of vtuslmachnes for vSphere HA
iphere
i i Ot e G oy
Wionearra
Dotoste Heatoest i s =
e ORS (e r—|
[ p— e . =
s
ot Mochies Optirs [t Satngs
Power Manogerer: Chte stz can b venidn o specc s o
o Coions
o ic T [ Ra ety | o Tten g |
Suptte Loaton B cndE20  Usmdsterseting Ui custer sting
B IBE0 e sty ko cute ste
G WO Usedsterseting Ui custer st
& astwn Dbtied Use chstr sty
& weat Use st sty Usecuser sting
T T ——
[ Uss et saery
& v Uso chstersatng e cuser sttng
& ey o T —
G SO0l Usedsterseting U e st
& e Use st seting e coser st
B seolm0  Usedsterseing U cster st
T T ——
G L0 Umddstessting  Usscuts str
5 wnd6n0 ety s cute e
[ isl0) U setig oo cute et

o] o |






images/00397.jpg
pod-1-blade-5.vi2nlab.net

pod-1-blade-7.vi2nlab.net

Ny

vSwitch0

D

£ momt | v vitchd

W
memory

VM1
=

VSwitch2

bitmap
file.

vSwiitch0

VM1
(inactive)

vSwitch2

['j
<

vSphere Client

Physical switch

W
memory
copy






images/00157.jpg
Pokces
secuy
Tralfe hapng
wan

Teaningand Fover
Resouns Alocaten
Forteeng
Mecelaneoos

dvarced

—Gereral

Descrpin

N of ot

portbindg:

fov-iant7

e

iz

St b o]

(o ] e |






images/00002.jpg
(=1
|

-
Mast

eri Il.E






images/00001.jpg
Scott Lowe






images/00004.jpg
At B B D |

VMkernel






images/00388.jpg
Network Resource Pool Settins

General
Lo [Custom Network Resource Pool|
onign: User-defined
Desarption: [This = & custom netwark resource

Resource Albcation

Physical adupter shaves: [Normal <
Host Ik 5000 Mbos

I Uniimked

QoS prioity tag: | |

Hep o Concel






images/00003.jpg
Best regards,

L\) ! /éé
Neil Edde

Vice President and Publisher
Sybex, an Imprint of Wiley





images/00006.jpg





images/00005.jpg
COMPONENT

Number of virtual CPUs
perhost

Number of cores per host

Number of logical CPUs
(hyperthreading enabled)

Number of virtual CPUs
percore

Amount of RAM per host

'VMWARE ESX1
5 MAXIMUM

2048

160

25

2TB

'VMWARE ESX/
ESX14.0 MAXIMUM

512

64

64

20 (increased to 25 in
Update1)

1TB

'VMWARE ESX 3.5
MAXIMUM

128

32

32

8 (increased to 20 in Update 3)

128 GB (increased to 256 GBin
Update3)





images/00007.jpg
%,

r

4)

My

y,
|| B
oL

ESXi host






images/00141.jpg
vSwitch0 Properties

General | Security | Treffic Shaping. NIC Teaming |
~ Policy Exceptions

Load Balancing: [Rowte based on the orignating vitual port 0

Network Faiover Detzction:
NatiFy Swiches:






images/00262.jpg
ardnae | stns | Resaures | ot | voroes |

I~ show Al Devicss

g
'
-
Resrcted
© Scstcontotero LStLogiesas
© Hargdsk1 etk

_l_l oot

[ ——

% Connect ot power

Adster Type
Comectadgters E1000

o ez
@ pureret 5

Dredpath /0 Gon.2
Status:

e
=
==






images/00383.jpg
Suriay  itsal Machie: | Hos D o TaeaEvents A peiocs e

o Memory.
Total Capacky B3332MHz  TotalCapacky: 160481 M
Reserved Copacty: IBAI6MHz  Reserved Copocty: 45689 MB
Avallsble Capecty BB9I6MH  Avalatie Capay 134792 M8

View: (G Manery! Storage|

| Resrvsticn- e [ Unit 1

7

7
& 7
a 7
& u
Y n
& 7
8 7
& 7
& 4
& 7






images/00140.jpg
Falover Order:

Selectacvean shny adpers or s prt g nafaover shusion, standy
‘adapters activate In the order specfied below,

Hame [Speed
Active Adapters
W v 10000 Ful
Standby Adapters

[Networks

10.1.1,103-10.1.1,103, 10.1.7.98-..

@ ol 10000Ful

Unused Adapters
B v 10000Ful

10.1.1.103-10.1.1,103, 10,1 7.6-..

None

Move Up






images/00261.jpg
pod-1-blade-6 pod-1-blade-8

Sy
II/I
M1

vwich | \
VSuiteh

This virtual switch carries private
(heartbeat) traffic between the
cluster nodes.

vSvitch

Switch

‘This virtual switch carries public
(production) traffic to and from
the cluster nodes.

Shared
datastore





images/00382.jpg
Cluster-1
i Vichines s kst Events | s | Pomissins

o Semary

Tota Capacty: B3I Tl Conachy:

Reserved Capacty. 04IMH  Reserved Copacty:
Avalablo Capacy: 5201MHz  uslatle Capacty.

view [GPl Heory| St

|Resovaon- [ Uneowe | shaes
o

a2 Unled mal
im0t Ui Homal
sestispi-at Uninited Nomal
abadiol

e

aredaz0r

& Wbdcor o Nomal 1000 0
@ Oevelopmentis 5 Low 200 s
® Froductonits 1700 rin o0 3






images/00143.jpg
ESXi host
vSwitch0 VvSwitch1 vSwitch2 vSwitchd vSwitch4

Management vMotion IP storage Production Test/dev
network network network network network





images/00264.jpg
i

(el [-] [efifodipalal |

vk
et devce

Gt contoter 0

Horddek 1

o e 1

Netvrk adtar 1

Fioppy e |

Network sdspr 2

SES1 controller 1 (edited)
Hord dek 2

e
f

-
Resrted
LStLoge a5
ituslDik
Clert s
wans

Clene o
wanis

LS Logic $AS
MappeRaw LU

[ ——

st Contoler Type

Cunen type: (STLoge 5B Chenge Type.

S5t s shary
Sotapoley o slow yitus deis tobe used
Siitaneousy by bl wiual machines.
Y

ore
Vit ik canvt b shred beeen vetusl
e,

wtual
it ks n e shared et it achines
enthe zana e,

Prvscs
it dks cante e b e s
anany sen






images/00385.jpg
dvswitch-02

Summary

Totdrunber o physa stgters:

Tt nsvrk b capcey:

N1 Cae o Disabled

HowNotworkRosauco el Nanago ot Grovps. . Prpeces.

oo ol = ot Weps | Py st e | S| Goseony ]
Systemnetworkresaurce pools

Pt e ()Tl ] =

Vst Bsed Repkaton (R) T Uraed. ool =

ettt e =

aragunare Tt Urtod toarsl s
nes Tt Urntad st 5
P Urinted h ®

et Tt Urwod il )
ner-dfinednetworkresource ools






images/00142.jpg
General | Securty Traffc Shaping | NIC Teaming |

[Policy Exceptions

s [Em— -

‘Average Banddth: 100000 = bisfsec
Peck Bandvwidth: 100000 = rbisfsec
Burst Size: 102400 = koytes

. Traffic shaping policy i applied to the traffic of each virtual network adapter attached
© tothe vSphere standard swich.






images/00263.jpg
‘Advanced Options

These advanced optins do not usuely need tobe changed,

Select 2D

Selct Tanet LY
Select Datostore
Compatiity ode:
‘Advanced Options

Sneciy the advanced optons or this vtual dsk. These optons do et normly need
tobe changed.

e
¢ EE—
- [Fo -

= =






images/00384.jpg
Surmary it i Events | Ass | Pormisions Mags
@y Memory.
Totl Capacty: B332MHz  Tots Capacty. 16041 M5
Reserved Copacty: 16416MHz  Reserved Copecty: 45609 M
6916MHz  Avalbie Capachy 134192 M8
| Reservsion- M [Unik-Wre [Shres [ Shwesvaue | %Shares
o Unlmtad Nomal 1000 s
B wmeot o Unlted Nornal ] s
@ destision o Unlmtad Normal oo s
& dstionr o Unimted Noma 1000 s
B wedezn o Unimtad Normal 00 s
& voaot o Unimted Hormal n
B veenterst o Unlmesd Normal u
B bbdcor o Unlmted Hormal s
& widlezae o Unimted Normal s
& wiezor 0 Unlted Hormal s
& wedkezar o Unlmted Hormal s
® wideza 0 Unimted Homa s
® Reseoolor o Uninked. Normal 2






images/00258.jpg
Fublic network
Shared identity: sql.v12nlab.net (10.1.1.20)






images/00379.jpg
veenker-01.v12niab.net:
& [ vizniah
S g Outert
podk-tde 5 vizrl
pod1-biade-6 vizn
pod1-biade-7 vz
poo-1-bede-aviznl| | ) Vsl Machines and Tempiaes:

General

© Deveopments | | gy pouered on vitual Machnes:
& wnaierzon @ ChidResource ooks:
9 Crldvages:

w202

windez0s | [€PU
@ orederz0n ot coU
@ lbde0r o
B iz ==
& a0 = Carsomed oo
@ otttz = e Goomme
& sestisprol
B veomerot
& vevaot

& ma0t






images/00378.jpg
Nare: [pevelopmentins |

CPUResources

festies - [ mmEms
a

I Expandabe Reservation

Lo —f— [ o me

T™ Unimited

Resaurces.

[T E— ]
A

T Expandatle Reservation

e S [oedm

T Unimked

A Remaiing resources avalable

o | (o] e






images/00139.jpg
vSwitch0 Properties

General | Security | Treffc Shaping. NIC Teaming |
[~ Polcy Exceptions

Load Balancing: [Rote based on the orignating vitual port 0
Network Faiover Detzction: Lk status orly i

NotiFy Switches:

ot C—






images/00260.jpg
pod-1-blade-5.v12nlab.net 5
Raw device mapping
file resides on VMFS
and points to separate
RApoints to win2kei2-01_f vmk LUN

Capoints to win2k8r2-01.ymak —

—J—





images/00381.jpg
ESXi Host

ProductionVMs

DevelopmentVMs

resource pool resource pool
8,000 of 10,000 shares 2,000 of 10,000 shares
assigned at this level; assigned at this evel

equates 10 80% equates to 20%

of host CPU of host CPU

VM1 VM2 VM3 VM4
1,000 shares 1,000 shares 1,000 shares 1,000 shares
Each VM has 50% of the shares Each VM has 50% of the shares
assigned within the resource pool assigned within the resource pool

and therefore gets 50% of the pool's and therefore gets 50% of the pool's
CPU capacity (40% of CPU each) CPU capacity (10% of CPU each)





images/00138.jpg
Fallover Order:

Select active and standby adapters for this port group. In 3 falover stuation, standby
‘adapters activate in the order specfied below,

Name | speed
Active Adapters

W v 10000 Ful
W vt 10000 Ful
Standby Adapters

® vz 10000 Ful
Unused Adapters

[Networks

104.1.105:101.1.105, 104746, | L2200 |

10.1.1,103-10.1.1,103, 10.1.7.48-

None






images/00259.jpg
pod-1-blade-5.vi2nlab.net
[Prvate nework } [ The private network is used for heartbeat
communications between the cluster nodes.

] J

The public network is how the cluster

[Cpubic network_j€———— communicates with other systems across

the network.

le 9—* The cluster nodes have shared connections

to underlying storage.






images/00380.jpg
ESXi Host

ProductionVMs
resource pool
8,000 of 10,000 shares
assigned at this level
equates to 80%
of host CPU

DevelopmentVMs
resource pool
2,000 of 10,000 shares
assigned at this level;
equates 10 20%
of host CPU






images/00145.jpg
ESXi host
vMotion port Test/dev port group
(VLAN ID 50) (VLAN 1D 200)
Mgmt network 1P storage port Production port group|

(VLAN ID 60) (VLANID 70) (VLAN ID 100)

vSwitch0

All VI ANs

All VI ANs





images/00266.jpg
pod-1-blade-5

W
D

VM1

vSwitch

Shared
datastore

This network carries private
(heartbeat) traffic between the
virtual and physical cluster nodes.

This network carries public
(production) traffic to and from
the cluster nodes.





images/00387.jpg
General
Nane: Fauk Tolerance (FT) Treffic
onign: System
Descrption: Fauk Tolerance () Trafic Type

Resource Albcation

Physca sdepter shores: | TTN ~|
Hst 1000 ees

7 Uniimted

QoS prioity tag: fiore 5]

Hep o Concel






images/00144.jpg
ESXi host

Test/dev port group
(VLAN ID 200)
vMotion port
VMkernel port for Production port group|
Mgmt network IP Storage (VLAN ID 100)

vSwitch0 vSwitch1 vSwitch2

Management IP storage Production and
and vMotion network Test/dev
VI ANs VI ANs





images/00265.jpg
Volume [ Cayout [Type [ Fie System [ status [ Capacity. [ Fres space [ % Fr

o () Sinple Basic WS Healthy (5.., 30.00GB 7.0 57%
| ashered (5:) Sinple Basic NIFS Hekthy (P...  50.00GB 99168 100°
4

Disk 0

Basic (©)

00068 30,00 G& NTFS.

Orine Healthy (System, Boot, Page Fle, Active, Crash Dunp, Prmary Partibr)

©amisk 1

Basic shared (5:)

000G 5000 GB TS

orine Heakhy (Frimary Parttior)

W Unslocated Il Prnay pation ﬂ






images/00386.jpg
dvSwitch-02

LT TGN Resource Alocation \QUTZIN

‘Summary
Total number of physical acapters: -~
Total network bandwidth capacty: -
Network 1/0 Controk: © Enabled






images/00147.jpg
Generatroperties

ool T—

Tl = =
e | —
o o i ot | co—

i e o s oo ot

o

e |






images/00146.jpg
[-o[x]
Scect vsphereDsruted wich version =
Sy pere ettt e e,

Viher it s e

 vSphere Distibuted Smach Verson 40

st it s S 40 . ek sy s v
e

© vsphere Distrinted S Versons 1.0

et W S 4. . ol st ek
it st

© vSphere Ditiuted Sach Versoe .00

ettt W S St et e ke
et 63t ik o 1 ol o PGP o

i [ ] _ome






images/00267.jpg
pod-1-blade-5
By
A e— A
VM3
Yy
A le— 1"/
M2
Yoy
A ay
VMt

Shared
datastores





images/00130.jpg
Add Adapt

ard J[= B3
Adapter Selection

New adapters may be taken from a pool o unused ones, or transferred from an existing
Vaphere standard swich.

‘Adapter

nic Select one or more adapters from the folowng kst T you select an adapter that is
attached to another vaphere standard swach, & il be removed from that vSphere
standard switch and added ta ths one.

Thame TSpeed Tetwork
Unclaimed Adapters
Intel Corporation 8259BEB 10 Gigabit AF Dual Port Network Connect...
B ® v 0000kl None






images/00251.jpg
1 g s for st o st To el the et for s, he st s avea s tht s W st
i ot o oty o 5 Ltk e e g .

s

ot o et _oenle
s Towaner TCemms T

T G JE I — et

. 12

Hotsin e

e Tormamas

0 oot 1S izt Lanzet

0 oot e b ot e

[ pob e 7ot eoried

[ pot etz ot et

| _thn | oom |






images/00372.jpg
2,000 shares allocated

VM with 1,000 shares
gets 50%

3,000 shares allocated

4,000 shares allocated

VM with 2,000 shares
gets 67%

VM with 1,500 shares
gets 37.5%

VM with 1,500 shares
gets 37.5%

VM with 1,000 shares
gets 50%

VM with 1,000 shares
gets 33%

VM with 1,000 shares
gets 25%






images/00129.jpg
ESXi host

\
Physical . .

switch Physical Physical
switch switch

VLAN 100

VIAN 200





images/00250.jpg
=] E3

Select Storage Capabilties
Selec the storage capabikiesthat wil be used with this W storage roffe,

o

o] =
g b
g b
g b
g b
 storage capabilty seiected,

| o [ e






images/00371.jpg
VN with 4,096 MB RAM
and a 1,024 MB reservation

3GB —

2 GB —

1GB

Preferentially provided

by physical host RAM

but could be supplied
by VMkernel swap

0GB

Must be provided by
physical host RAM

Reservation





images/00132.jpg
00:50:56:6F.C1:E9 00:50:56:80:8A'BE

00:50:56:3F:A1:82 A 00:50:56:AE:01:0C A

L]
llli >
L

ESXi host

%wucm

vSwitch1

z
N

Physical Physical
switch ewitch






images/00253.jpg
Home Wt storage rofle
The e rage o splesto the sl achins
confiuration

s —_]v

Propagate to ks

M storage proesFor vitual ks
Seect 3 ¥t ik and gl aseparate VM storage ol o
W Storage rfle






images/00374.jpg
irawas | optons Resouces | rfis | vsevis |

b= e | Reseurca Alcation
P

emory 102418 shares: | — |
ok ornal

R —
advrced sy =

ket

Lk based o parnt resource ool o et host






images/00131.jpg
Physical Physical
ewitch ewitch





images/00252.jpg
VM Storage Profiles

Refresh
VM Storage Profies:
Profiles Compliance:






images/00373.jpg
MEMORY
ASSIGNED (MB)

256
512
1,024
2,048
4,096
8,192
16384
32768
65536
131072

262144

1
VvCPU

13
17
124
138
166
222
335
560
1,011
1,912

3,714

2
VCPUs

159
165
176
198
242
331
508
863
1,572
2,990

5,830

3
VCPUs

201
206
217
239
284
373
550
906
1,616
3,036

5,885

4
VCPUs

242
247
258
281
325
414
592
949
1,660
3,083

5,938

5
VCPUs

293
303
322
360
437
591
900
1,516
2,746
5,220

10143

6
VCPUs

334
344
363
402
479
633
943
1,559
2,792
5,273

10205

7
VCPUs

375
385

404

1,603
2,838
5,326

10267

8
VCPUs

417
426
446
484
562
716
1,028
1,647
2,884
5379

10329

Source: “vSphere Resource Management Guide” from VMware’s website at www . vmware . com





images/00368.jpg
ke New Virtual Machine [-101>]
Memory Wt Machie verson: 5
Confiour th it machines penory se

Moy Configuation
Herery Sae: “H [ax]
P e o e
< quest 05: 1011 5.

. Moxium recommended or bes prfrmance: 49060
ity o Ok o i
o 4o
 Cortre e
it .k 26 9 st 05 5120,

Ry o corpists 16l

128

o






images/00128.jpg
Standerd Switch: vSwitchd

Vi Maching Port Group
2 waNt?

-2

Remove..

Properties.
Physical Adsptars:

VLANID: 17

Vit Machine Port Group
P e

B 2 virtual machine(s) | VLAN ID: 19
walrz-dus 01 Y
Sesilspl-0l (secondary) ()

Vit Machine Port Group
P vans

B 1 virtual machine(s) | VLAN D: 18

walerz-dus 01 Y
kel or
1 Management Network o4

kD £ 10.1,1.15

B9 vonicl 10000 Ful &
Lo mwico 10000 rat @






images/00249.jpg
eate New Virtual Machine = 3
Vitu Machie Vrson: &

Stst Controller
Which SCS contrclr by wod you he to s?

[owmram | e
© Bt Prale (ot s ot s )
© sttoge sl
 tstopesns
= [T —
SC51 Contratir

<o






images/00370.jpg
ardws | oponsResowces | s | vsevess |

e Sarmary

U ome
Herary (L]

ok Womal
Advarced U HE sharng: Ay

| Resaren Alcation

™ Reserve dll ouest memory (Al lcke)

sharss: | I | = |

Reservation: ——— [ s
a

s — [

A Lk based o part resouecepoct o arerthost






images/00248.jpg
Machine Properties
Hardwer | oprs | Resouces | m!hs] vaavies |

e ——
I~ shaow Al Deves e e T —

T Tmary

- ooy eisem

FRe 2

& weocard Vo cord

o werdeve Resiced

© scstcantero 51 P i
(S L S— U
S radasz sl

@ e oWt | O T

[ —— wanis

nceperden deke v ok stecd

€
Crnges e oty o semanety vient
€ et
Changes tathis
e

) ® | _cnm






images/00369.jpg
virtual Machine Pre

Hordaars | Optons Resoures | rfies | vserves | it Machine Verson: &
5 e

[ — — TR )

o o

pr—— HE Sharng: Ay Shares: [Normat | = |

=

5 Lk base s parent resource pool o cuarenthost






images/00137.jpg
Falover Order:

Select active and standby adspters for this port group. In a falover stuation, standby

‘adapters activate inthe order spectied below.

Name T5peed
Active Adapters

W v 10000Ful
W vinic  10000Ful
Standby Adapters
Unused Adapters

| Networks

10.1.1,103-10.1.1,108

10.1.1,103-10.1

103,000,125

T Loven
Filya Do






images/00134.jpg
interface Port-channel2

description Link aggregate for ESX server
switehport. trunk encapsulation dotiq
switchport trunk native vian 999
switchport. mode trunk

|

interface GigabitEthernetd/L
switchport. trunk encapsulation dotiq
switchport trunk native vian 999
svitchport mode trunk

channel-group 2 node on
spanning-tree portfast trunk

|






images/00255.jpg
VM Storage Profiles

Refresh
VM Storage Profes:  NAS, Block

Profiles Complionce: @ Iancomplark (/182011 5:43:44 PI)






images/00376.jpg
[Fe] ek view mmventory admnisration Plugens e
(« 5] ‘g Home b g Inventory > [B Hosts and Clusters
Tae®

E O vt [
© B vizntad
o
i
468 o wtus e, s
0 @ Wennsocspon. ko o
B 788 v . W cua on
et
3 [ Rescan for Datastores.
|
& Host Profile. » 3G
I8
21 wreman, e seim
21 aom ,
"
B\ oo =
B owontewwnion. cmmem |
BY e i
s
@ s S e 14
| [Fiaaionc g i






images/00133.jpg
192.160.4.100 192.168.4.100

A

VvSwitchd vSwitch1

Physical
switch Physical

switch

192 168 2 100 192 168 2 101 192 168 2 102 192 168 2 103





images/00254.jpg
VM Storage Profiles

Refresh
VM Storage Profles: Ter 1 Sorage

Profiles Complionce: @ Complant (6/17/2011 10:16:17 FM)






images/00375.jpg
Virtual Machine Propert

Nomal

i Resrton: f————— [ A= e
gy 2

=l
¥ Unieed

4 Link based n parent rsource poot o arent host






images/00136.jpg





images/00257.jpg
Load-balanced identity: www.v12nlab.net (10.1.1.10)





images/00135.jpg
General | Security | Treffc Shaping. NIC Teaming |

[ Policy Exceptions
Load Balancing: [Route based on the originating vitual port 0~
ek ek Folcior Dottt [Rout based on the orignating vitual port 1D

Rote based on 1P h

Notify Swiches: [Route based on source MAC hash
Use explct failover order






images/00256.jpg
Physical infrastructure (switches, NICs,
servers, SANs, disks, etc.)

Application layer

Operating
System layer

Physical layer





images/00377.jpg
T e —

CPUResources

shaes C— |
Resmaon - f———— [ o= mwe
a

I Expandabe Reservation

i — [

W Unimited

Resaurces.

Shares: rormal =]
Reservation: Y — 16384 = B
IS

T Expandatle Reservation

s =1

¥ Unimked

A Remaiing resources avalable

o | (o] e






images/00119.jpg
kel - Connection Sttings

sttt ey Wk concins e g you hsts s dactars

Conmacin b [-pont o Popates
Conection Settings
ity it ok

e D cptone.

i

1™ Usm s ot rus e ko

1 s ths ot o o sk Tolrarce oo

(R






images/00240.jpg
e Properties
Hardwere | oprs | Ressces | s | vservis |

e
Lispialieen L | e —
Fdvae Tsmary
- tenory 061 TR
o b Tipet Thkrovson
& weocod Vo card Provisened see = [@ ]
@ Werdevee Restitod Ty e
O scsicrtrcter o Lt Logic 585 -
o tdaski ekl Ok v ode
oo dive 1 Clen: Devke -

B etworkadaptr | wasts S Lz
© St conrcter 1 Lt Logi 585
@ Hadaskz epped Row LN [

I tndepertr

nceperden deke v ok stecd

thedk

o | _cona






images/00361.jpg
optons | e cntr | v |
Ea—

Fropere: [ CPUResources
1 Adocation oy piii | — |
aread
Reservatin:
L
[ —

s | CZT— |
feton f———— =

% Expandatie Reservation

- —— | [omm






images/00118.jpg
WMkemel Port
2 Management Network
kD £ 10.1.1,15

Ublkerel Port
© FLogaing

k2 : 10.1.253.15

Vilkarnl Port
© vHotion
VKL 10.1.254.15






images/00239.jpg
Sy VeV Pt s Peis Sicroge s e S

=

ot Al

LSmoaiCseklA.

[E——
e Confiraten
LT
pus———
[mr—

Vsl achre Statupisutdonn
sl achro Swapie Loccon
Secuyprofle

et Cach Conatin

Spstan pesoco Acation
Bgsnt i stengs
[ope——

Frepenis,






images/00360.jpg
Resource Pol

Wit which rescarce ool 0 yu ek o 1 ths vl mochine

e Lo

Host[Chster
Resource Pool

& Gorst Custons

‘el the resouece osk i Wi you weh o s vt machine.

Resurco ool alon Horarchcal managemer of caputing resecos i a ost o hser, tual
i i hld ks shrethe tsurces oftho paret po

o i Ot
E

Note: When a A7 I selected s the resurcepod the trge ok vl be s,
Conpurbity.

[Vadaton et —






images/00121.jpg
ESXi host

Productionl AN
56 ports

vmnico vmnict N vmnic2 vmnic3

Production
LAN





images/00242.jpg
200 GB VMDK file size

pre-zeroed) storage

400 GB stranded (but not
500 GB virtual disk

} 100 GB application usage





images/00363.jpg
e
A vApp can obtain its network configuraion thiough the OVF
environment or 8 DHCP server. Specily the network configuration
schemes supported by this vApp.
¥ DHCP
¥ OVF Envionment

I the vApp suppots both, the deployes can choose which method
touse.

P Protocel
Speciy the P protocols supparted by this vApp:

[ |






images/00120.jpg
[v1-actnindvia-01:-> victg-vmknic —server veenter-01.vizalah.net —vihost pod-i-b|
12nleh.net —-username administrator -a -1 172.30.0.114 -n 255.255.255.0

encer passwora:
1050 the vikernel wIC successzully

Jvi-acmingvma-01:~> viczg-veviteh —-server veenter-01.viznlab.net --vinost pod-1-
Jo1ad2-5.v12n1ab . net ——username sdministrator —-lisc

Encer passwords

suitch Name o Porce us
ks

vsuieeno 128 s 128 1500 vyl
o1, vanico

4 Porcs Contigured Ports  WTU  Uply

Porcroup Neme VLAN 1D Used Ports plinks
vLaNia 19 1 mnict, mnico
VLA 18 1 vmnict, vimico
vLANIZ 17 o vmnic1, vimico
Hanagement. Netuork o 1 vmnicd, vnic1
FlLogging o 1 vanic1, vanico
wHat don o 1 vanic1, vanico
Vhkerne1 o 1 vanic1, vanico

fvs-acinfvmacoz:






images/00241.jpg
100 GB VMDK file size

500 GB virtual disk
100 GB
actual usage
(footprint)





images/00362.jpg
options | stare ore | vssvices |

oo [ b W
=
[ sy Fomd
[ B
bt b el
s

1P adesses s suomaticaly sbcatedfromthe
VCenter managed P netyerk range  power-o,
e o poner-ff.

o
ADHGP srvers used for 1P alocation

o |_ o






images/00238.jpg
Locate Network e system.
i shared folder i b s 8 8 vSphrs ditatas?

orsenes
ek esyaten ||/ 101100
ety coros el s, v, 1925801 o
P PR
s [
ool ook tstore 01
I Mort1es sty
b s ety et ettt i vy
otarre e o1 gt e o e ek e
P P v o il
BT s s koo Gl s o £ e S
s v
E—
=)






images/00359.jpg
New vADD.

Resource Allocation
How o you want o locate CPU snd Hemeey For the vags?

o ks
Resource Allocation

Reservation: )—‘ 0= me

7 expandable Reservation

e — Em

¥ Unieed

~CPUResources

Memory Resources

N e — |
(U m— s T

¥ Expandable Reservaton

o — | emde

= =






images/00358.jpg
1 [=]
Fle Edt Vew Favorkes Tods Hep \

coredhr2-0L.n
M Fis

e

coredkarz-01-dskt vk

[3 cbjects [lo7e [ My Computer






images/00127.jpg
ESXi host

ESXi mgmt
network

VMkernel port|

VLAN100 por]
group

VLAN200 port
group

vSwitch0

O

vSwitch1

Network
switch

Redundant
ewitch






images/00126.jpg
Vel Machines - Connection Settings
s netcrael o ey oy ool conctans o s o o s

& = Pt gt
Conection Settings

s [— T

P —

provens

s S

=
e g






images/00247.jpg
PrfamirceTokes

s Stge i

s AT r———
Pt 7
o Zvou
Harory e
Moy Ovatasd $31518
-
Phihetis P Vst
onstine —
i e 0 e
P Povradn
o ot ot izt
e Tk & s Sdadpt g °
o aprtscin. @ potstsd o I
[Commans W Storsaeprofies
[E— e
[ —

Pofes Coplance:






images/00123.jpg
ESXi host

vSwitch0 vSwitch1 vSwitch2 vSwitch3
Management vMotion Production Test/dev

network network network network





images/00244.jpg
Create apisk

it Mache Vs &

& ThckProvson sz Zeroed
© ThckProvsen Esger Zorced
© Thnprovien

Lecaton
 Sore i the sl machine
© Spacky adtastore o catastore hster.

e






images/00365.jpg
opters st [vsavtes |

Group 1 LG
Boestseaz opersten: [poneron =]
Lgenzozor |

Group 2 4] | smpseamn rocsts whers

[0 = seonts v clpsed o
¥ | T vtere Tods e resay

Csdnpn
Opersten  [Guest ko <]
Shutdonn ssquence proceeds ubans

120 =] seconds have slpsed, o

whenthe vetusl achos s powered off






images/00122.jpg





images/00243.jpg
900 GB VMDK file size

pre-zeroed)

400 GB stranded (and
500 GB virtual disk

} 100 GB application usage





images/00364.jpg
Resouce ocan

PG, THESENE

3

-]

U
Verery ussge:

s o
iom—
Netwerk T
e

o
Tomee |
o
1=
2






images/00125.jpg
interface GigabitEthernete/s
switchport. trunk encapsulation dot1q
Suitchport trunk notive vian 993
switchport mode trunk

spanning-tree portfast trunk

interface GigabitEthernetd/?
switehport trunk encapsulation dotlq
switchport. trunk notive vian 993
switchport mode trunk

Spanning-tres portfast trunk

I






images/00246.jpg
2l

BRCEEEXID

s [somen | food 1 121 vv0 01
= = T T Ao T

- o otk conE IS semE Wikt bobianZiesl

oacar B oo L Lo @I Wtk Gotian 2ol

3 oo Zarm e i 2 et

3 sttt ey e e

3 ot e e Gattin a0t

& wetnem e oie .. b 211

1 e s Waen.. Lobida 2lvead

e stz | U] stz 908000 e et

5 0 e e DR b et

St som e e o 20t






images/00367.jpg
Virtual M:

hine Pre

rawas | optons Resouees | rfis | vsevis |

St
au

Merory

ok
Advarced U

B
e
e
Hormal
Y sharig: Ay

fan f———— [ oZime
2

i — e dm
7 Urkeited

Lk besed o parent resource ol o renthost






images/00124.jpg
ESXi host

vSwitch0 VSwiteh1 vSwitch2
ESXi management Production port group | | Test/dev port group
network Vil ot (VLAN 1D 100) (VLAN 1D 200)
VLAN D 100
VLAN ID 101
Management vMotion Production &

network network Test/dev VLANS





images/00245.jpg
e New Virtual Machine.

Create apisk
Specly he Wt dsk siceand srasionng sy

it Mache Vs &

T o rraea

e € ek ez Zereed

€ Tz

Gt Qpeating

& T o

Lecaton
1 Store i th sl machine
© Spacky s dtastore o catastore hster.






images/00366.jpg
wrce Overview  Virtual Machines

VAgp Status: Rumning
Product: Mastering vSphere vApp.
Versicn: s

Vender: Scott Lowe

Commands

W Power off
suspend
8 e senns

Annotation

7 Ea






images/00108.jpg
-

A

ESXi host

Internal-only
vSwitch Switch

vmnicO vmnict vmnic2 vmnic3






images/00229.jpg
lun-13 Proper

Volume properties

“Gonerdl Fomat

OstastoreNare: - podL-un-13 FleSystem: w55

B —— MeunFeses 20078
ocksizn: 1"

Storage 1 Contrel

I enatied Abiareed

Extents. oot pevce

AV il 2yt can span e horddik psttios,cr
et o e o singe g voame

eston slcte o the bt resids n he LtV gy
B

B T
I b Channel Dk (s 6000070000

oty |
EXT)

Device "
£ e Charel Dk (r3.60, 0@
Primary Partiions
1w 000w

[

[owe ] _we |






images/00350.jpg
Recent Tasks

Tame TTarget D EQ
2 ool Storage RS rec.. E e Copying Vetusl Mache fles

s m—

[FATeks @ Aams |






images/00228.jpg
Assign User-Defined Storage Capability [x]






images/00349.jpg
sphere Client

omization
save specification

Viould you ke tosave thiscustomizain speciication forlter se? It can be accessed from the Custonization
Spechication lanager.

Rearston Inomaten

¥ Save ths customastion speccation for Iaer se

N
fiecxs Rz Cstemaatin spechicaton
Descrption:
e A cstomiaton spedicaton o Wevkows Sever 2008, ko 2]

peratog svztem Cptin
Save Specification
Ready to Conpists






images/00110.jpg
vm1

ESXi host





images/00231.jpg
ol [

path st [Food tinars)
Storege ey s VWW_SATP ST
pate
Bkt [ Te0 Tan e Trrarersd T
RTCOTOLT SH0009 TR 0B A A SO0 7 & Ao
1z o A

ez TOLIZ

SH009.72 0020400 S0P TZUL AL

Lo |

==
Rurtie Nare:

Fibee Channel
Adipter
Targt

e SOEO02515010002: 200000250104 SOUODA72DR284c, SO000STZ0E24 42, S0 0ODI 250257,

e ————

SO0I0ZSASI01 0002 20000 SO
SO0I8720 284D SO0 072 05 242






images/00352.jpg
Choose a Datastore forthe Template
Wit do o et 0 store the terplat ies?

Datastore

Resty o [Tk Provien oy zeroes
I oo e 2ered
[ croveon
ore o T |Gty | owsred | Fre [ Typs [ pov 2]
0 et WensD (200G TI00W L0560 WESS St
 Hadeehea  Nersi 200G L00M  L0SG WESs  Supates]
Bt >
I sl O e biytidmcine
e TrveTron | Copoty [ Frovrad | o T
Al |
Congaibity:
Ve oceeded

teb






images/00109.jpg
vmi L vm2 1' A

pod-1-blade-5 pod-1-blade-8






images/00230.jpg
lun-13 Properties

Volume properties

“Gonerdl o Fomat
OstastoreNare: - podL-un-13 Rerana... || FieSystem: w55

TGty 297560 ey || | MunTe el Z00TE

e ks 1"

Storage 1 Contrel

I enatied Abiareed
Extents. oot pevce
AV il 2yt can span e horddik psttios,cr eston slcte o the bt resids n he LtV gy
et o e o singe g voame firbtsornt

et T —
I b Channel Dk (s 6000070000 EXL) ENC e CharpelDsk (2.60 0@

Primary Partiions
1w 000w






images/00351.jpg
(B obsd4s-01
Sesitopicoi 17 Addhesses 1602545553 Viewal
windkecz01

w202
Power ,
Itel® Keon® Core™ 7
Gt B
Pomered On
. »
o pod-1-blade-6.v12niab.net
@ open Console
& Edt Settings... @ Protected
B moate.
28 cone.
Clone to Template...
Faul 20 t to Tempia
it Toernce » B Convertto Terpte
M Storage profe ,
A permision, e
Ao »
RepartPeformnce. T
Rename © Conpleted






images/00348.jpg
Clone Virtual Machine

Guest Customization

‘Select the customzation cption or the st cperaig syt

Stase

™ Poer onthis vtus mchine after crton.

Seec theGpYOn 0 s I USOZNG the st operafingsyste o the ek Vsl macine,
€ Dondtasonice

& Custonee usng te Custonzaton Wesrd

© Custonize usng anexsting custonization specfication






images/00116.jpg
et Rt ek

R

Ao setect s> g b






images/00237.jpg
v

vt

DrentryCache
ok
Fss

sascicenty
s
St
Syiog

User
e
s
el
VP

NS Hestbsstfrsquency =

Tine i saconds btwsen aataats

o 5 e 5400

[ r— [ —
v s v st kot

e > s 0

[re— —
T i s s th et st beor we e aeatesk

S HearbeatisFabees I
i of syt ke oo ek ka5 oo

1 Max: 10

WS ok [ —

i e of mounted S vokaes, TCPHP heap st b iceased accordingy (Reires
s 8 o 256
WS St 2]
Ocfouk s of st send bl kB

2 macs 512

b
Co ] oo | |






images/00115.jpg





images/00236.jpg
<

—
NFS export

I TGP connection for data I
-— >

TCP connection for control

NFS datastore





images/00357.jpg
Properties
Custanize the software soken o th deployment

QO Tengie cersly
e s Location
o[ Chster

Strsae
Dk Fomat
e
P Adss Blocston
Properties
Reaty o Compte

Networking Praperties
Network 1 1 Address

Enter an P s

prcpetes Have vaid vales.






images/00117.jpg
ESXi host

vMotion
vmk1 192.168.10.116

IPStorage
vmk0 172.30.0.116

vSwitch0

vmnicO vmnic1 l|l|| vmnic 2 vmnic3

vMotion
LAN

IP Storage
LAN





images/00112.jpg
kel - Connection Sttings
sttt ey Wk concins e g you hsts s dactars

s o
- AN I (Optinal: I — |
I Usm s ot rous e oo
¥ snth ot o Fmansganen .

wans






images/00233.jpg
Do my switches:
support multi-

switch link

aggregation?,

Configure one VMkernel port.

Configure two or more VMKkernel
ports on different subnets.

¥

¥

Configure vSwitch to use
link aggregation.

Configure vSwitch not to use
link aggregation.

To use multiple links, use IP
hash (source/dest) load
balancing policy; requires
multiple datastores.

To use multiple links, use
VMkernel routing table
(separate subnets); requires
multiple datastores.

i

i

Configure NFS server to have
multiple IP address; can be on
the same subnet.

Configure NFS server to have
multiple IP addresses; must be
on different subnets.

i

Configure switch-NFS server link
to be consistent with ESXi

host settings.






images/00354.jpg
[-101>]

el ram a le o LR

[ NS E ~]  siowse..

Erke 3 URLto donrioad and st the OVF pickage o the It o
secty ok el o o corpuer, 55152 e i e,
kb, or 3 COJOUD i

tels






images/00111.jpg
Standerd Switch: vSWchD
Vil Machin Por Grove Frysical Adupers

© wants . @ vnict 10000 Fl | O

8 2rtus machines) (AN 15 | N Lo B8 vrico 10000 Ful |3

Vrtus Mching Port Groug.
2 wants

B 1 vitual machine(s) | LAN ID; 18

Vil Hachine or o

& wans? o
AN ID: 17
amal Pt

2 Management Hetwork Q.
03 104,115






images/00232.jpg
MPIO domain

Link Link
aggregation aggregation
domain 1 domain

Interface 1

N

Interface 2

Interface 1

Interface 2

Datastore Storage
object





images/00353.jpg
storage
el  destratin seorge o the vtus e s

T —

T |

S  destination storage o the el e s

resttocomits ]

o Torei | — et o | e —Swrta]
e e T =

Ut S 1600 0G0 WES

S R s

[t o eo0m mm Gime wes -

b i >

™ il torage DRS for s vtod machine

Seicta datacre

Tare Towe Trom T Copacty [ Fro T T Ao
B edihnd  MnSD 975G TN Supported
@ poblAni0 NS ABTSG TAOOME  4B0G WES  Suweeted
ol |

Conpatiity:

v






images/00114.jpg





images/00235.jpg
Datastore 1

Physical/logical
interface 1

Physical/logical
interface 1

P N
Physical/logical Physical/logical
interface 2 interface 2
NFS
Datastore 2 W export 2






images/00356.jpg
ploy OVF Template
1P Address Allocation
‘Whih locaion scheme shoddbe ussdto locate P adeses?

[-101>]

19 Adliess Abocation 1P ofdreses are otamatily docsed rom the
Vet ranaged P nteh e o pover-ny
dreissed 3 power o

© one
ADHCP sever s ued o P alcation,






images/00113.jpg
Gont e Kegpoors
Toodlemont g wtiars






images/00234.jpg
Datastore 1

Static link Static or dynamic
aggregation LACP (802.3ad)

Interface 1 Interface 1

Y
Interface 2 Interface 2 “

Datastore 2 3 . NFS
Switches require support export 2

for multi-link aggregation.





images/00355.jpg
Deploy

i Templ

Network Mapping

W erks shodthe deployedtenplte use?

U Tenie cersly
Hane oo

ot [t

Storaae

Det Foms

Network Mapping

B
Netyrk

Rtk i

L]
Waring: Sscauset netuork propertie, the declyed OV template micht .
o ap ki e oI e o 250 SoA o eSS OB A
P Pock b o the dacenter,






images/00218.jpg
]

dapt [

e adtrs conptle i the 5251 port b et ndavdoble
MRS

¥ atarated harnl s s ks, 0t ok > Corinsaon > ltworing ot

Esctfociv g iy
‘Select YMkernel adapter to bind with the iSCSI adapter:
FotGion T rysca Adpter =
[, 5 Gawiehs e T vivic2 (10000, 7}
& sz i) i s (10000, P
2 = o (10000, Fl)
® v (10000, Fu)
= i (10000, Fu)
Kl |
Network AdapersDetls:
Vintual Network Adapter
Hheme: s
S it
ot Grup: sestt
 ddess: 125210
S ok 5525 2550
Physical Network Adapter
Nare: iz
oeve: o Systens e Coco VIC et N
Lkt Cornected
Corfigured Speed: 10000 Mps (Full Duplex)

e[






images/00339.jpg
win2k8r2-02-000001. vmdk
Second snapshot (pre-data copy)
win2k8r2-02.vmdk (C:)
win2k8r2-02-000001. vmdk
win2k8r2-02-000002. vmdk
Second snapshot (post-data copy)
win2k8r2-02.vmdk (C:)
win2k8r2-02-000001. vmdk

win2k8r2-02-000002 vmdk

'VMDK S1zE NTFS Si1ZE

2.8GB

95GB 40GB
2.8GB

16.1MB

9.5GB 40GB
2.8GB

2 8GB

NTES FREE SPACE

24.5GB

217GB





images/00460.jpg
Telcons to the Uluare viphers PouerCLI!

to a uCenter Serves or ESK ho: Gonnece-UlSorven
Got-i
et PovencLinols

ot-0N
Get-PowerCLICommunity

I you need nore help, visit the PowerCLI community

Copyright (C> 1998-2018 UNuare, Inc. ALL rights reserved.

(0600 ToucCLIT CaNProgran Files xB6)\UMareInfrastructure\vSphore PouercLl






images/00338.jpg
Start (pre-first snapshot)
win2k8r2-02.vmdk (C:)
Firstsnapshot (pre-data copy)
win2k8r2-02. vmdk (C:)
win2k8r2-02-000001. vmdk
Firstsnapshot (post-data copy)

win2k8r2-02.vmdk(C:)

'VMDK S1ZE

9.5GB

9.5GB

16.1MB

9.5GB

NTFS Si1ZE

40GB

40GB

40GB

NTFS FREE SPACE

27.2GB

27.2GB

24.5GB





images/00459.jpg
Ads

inistrator

vc0LvSphere.Jocal

5 vcener
5 @excn

& (R Cuter nd Comput rescr

& ( Cusom atrinses

& osacerter

(@ oatasoreon fes

& (@ Foler panagement

@ (@ Resource Pool
& fsorage

| f
A

B roarces
Q) oy Tempten
@ poss

42) Aunorizations

& ey

Comnected as Adniisrator (Adminsrator)

P p—
=

al vmware'

Everts | Permissions

b emerts s e fropana |
|

Hame
25 Create a snapshot
23 Create snapshos of all vitual machines n aresource pool
25 Remove alsnapshots:

25 Remove excess snapshats

25 Remove old snapshots.

25 Remove snapshals of a given size

23 Revertto curent snapshot

|| 28 Revertto snapshat and wait

Descrpton; Creates a snapsiot and returns it
‘Server version 2.0 b 5214 | Applcation version 420 buld 5214 @3 |






images/00099.jpg
Uplead esi image

Uplosd S Tmage






images/00220.jpg
Select Disk/LUN

St 3 LUNto st a dotastors o xpand he et re

e, kol Path I, LU, Capacty,Expancablecr WeS abelc. = [ e

= = TN+ D Tyom | Capacy [ WS
ENCFere Charne Dk (naa 60000 ROs3COTOAIY 14 MensD 500G






images/00341.jpg
Eo Eh o Faete Ios thb

O © - ] Psowen Srams |15 3 X 9]

P T

Eo
Sopogon ies
oo i )
| oganosta

o
it
Firatr
it
e Fostr
it
i Fodr
s

ot
FiaFoer

1503513 A
apu0it 22n
ip03920 a0
apuon 227
apon sz
2o s
o szsim
aon 219
sy zsm
st zsm






images/00462.jpg
05 phere PouerCLT Go\> Got-ResourcePool i Get—UH i Get—Hember

UMuare.Uinfutonation.UiCore. Inpl.UL. Inventory.UirtualMachinelnpl
MenbexType Definition

MSuapt 1ePolicy

EuSphers Pousr

111 G

Propercy

1 ConvertToUersion (110>
bool Equals(Systen.Object obi>

int cetligshonde &

type GetTy

5953 1SConbexcableToeype coType>

atwing ToString)

Uvare infutonat fon UiGare Types U1 Uixt .
SystonColloceions GenericiDictionary 21,

%m. “0bdeet Extensioabace ooty

iware U infutonat on. UiCore .Types U1 .Uirt

Utluare Uinfutonat ion - iCor

Syeten-Sering Tolderid Cuetiy
tnni;)?a.‘llcn" Typoo.U1.UN.G...

i Types.U1.Vire.

Systen String Notes getid

SYitan Int35 NanCou (Hot >

Sycton String Persistentid G

Uinere b inAutonat ioncuiCore. Topes. Ui Tve.
vtonEingle Frosisionedspacecd. iyt

SRens Vinfutonat ion 01Cone < yues 81 Tave.

et

UHuare.Uinfutonat jon - iCore: Types.UL. Tnve .
UMuare UinAutonat ion -UiCore Tupes. UL UR.U
UMuare Uinfutonation:UiCors . Tones . U1.Tnv
Syeten sering Uilictid Caetiy
infutonat don UiCore Types. U1 UN.U.
Syston.Nullable 1L (Ufware 0infutonation U’






images/00098.jpg
—
‘St 5 mage fom your bl dk o acssle netorkcshon ad o Lol nagr

oottt

Yo canpgrac e ot of fferent versons st by s an 5K e,
Uoad ok ES mages ol s st Bromse uston bl selcth E50 mage, wich you want s,
ot Some s relrge and mht ke several s o o,

Euinace:






images/00219.jpg
ol Network Confusation | Dymanic scovery | statcOscovery |

Vikarnelpor Bvngs:

For Growp. [ WhemdAdapter | Port GompPaley  [Patsem |
B 5001 (vemteh) ) © Complant Tt Used

B sc2(micht) g © Conglent N Used

K1

m.umxmml%

Virtual Network Adapter
[
St
Port Group:
Port Group ol
1P addeess:
Subnet s

Name:
Devie:
Uinktatus:
Corfioued speed:

ks
vawitcht
sl

© complant
10125218
255.055.255.0

Physical Network Adapter

meicz
Ciso Systems In Cisco VIC Ethernek NIC
Comedted

10000 s (FullDuple)






images/00340.jpg
5 G wnaB0z
& S|

1 secondsosp
© Youarehere

o | ok | odsn

- Name
Fistsnan

Description

First snapshot for fie compaiscn purposes <

=] B3






images/00461.jpg
[0 phe e PouerCLiT Go\> Got-UnHost uSphere@ix
N

b3 Gat-Netuorkdapter
L3 Select-Ghiect “Fropercy NetworkNane. Type

Type

Unxnetd
Unxnetd

usphere PouerCLI G:n>






images/00458.jpg





images/00105.jpg
Standerd Switch: vSwkchd

Virud Maching Port Grove.
© wanis

B 2 vitual machine(s) | AN ID: 15

wokBr2-clus-01
sles11sp1-01 (secondary)

Vitud Maching Port Grove.
© vanis

& 1 virtual machine(s) | YLAN ID: 12
w2kBr2-clus-01
Vil Machns P o
7 vLAN17
AN TD: 17
el Pt
3 Management Network
vk ; 10.1.1.15
Whamapon
 Flogang
vmhk2 : 10.1.253.15
Vil Pon
2 vMotion
ki 10.1.254.15

Remove... Propertis,..

Physica Adsprers

)

8 e

vmnict 10000 Ful | &
Lo vmrico 10000 vt &






images/00226.jpg
Sy VeSS P TaksEvents | M Permisiors Sicroge s s S

[ Datastores I e ]
ToreTie | Coat] Al
WS @ 110

oo 000G 38
WS om0
Menso 1000006

Mnso @
Mnso e
Mnso wmrsa
[y

[E——
e Confiraten
LT
pus———
[mr—

Vsl achre Statupisutdonn
sl achro Swapie Loccon
Secuyprofle

et Cach Conatin

Spstan pesoco Acation
Bgsnt i stengs
[ope——

Frepenis,






images/00347.jpg
Gonera |ons | s |
p addess

 Use DHCP to obtain an IP adkess automaticaly
% Promp the user for an address when the specfication i used

€ Use e apbcation corfigured o the vCenter Seryer bo generete

agumet [

© Use the folowing IPsettings:

1P Address:
Subret Mask: 25 .75 255 . 0
Defaut Gatoway: 0.1 .5 1
Alernate Gateway:

DS Server

€ (5= D £ ot DS s 2l

' Lse the folowing DS server addresses:

Preferred DS Server: 0.1 .9 105
Altermate DAS Server 0.1 .5 106

ok Cancel






images/00104.jpg
FEINEEIEY
ESXi host

%WMO VSwitch1

LB

Physical Physical
switch switch

iSCSI SAN or NFS [8
storage server !






images/00225.jpg
1-Jun-13 Properties.

Volume properties
“Genral | roma
Oatastooane: podiAun13 [ wesase
Totd Capacty:  99.506G0 Increase... "G Pl o5 o
Lt ]| s m
Sterage 10 Conel.
I~ Enatied Advanced,
oents orempence
AVNES e st con pan ki hrd ik prttions, e selctd cn e i s n e Lo hyscal.
e, o s g e v, firbtsornt
B T oot [ Davies p—
N P o9k (99 600000, SH00D] | e P Crrrel 0k (10 0. ame
MG Ftre Chomel sk (na, 60000370000 00w
Prmary Partiions
Lwes 0@
Retrsn | _ v .

[owe ] _we |






images/00346.jpg
ph

Client iuest Customization

Network Interface Customizations
Customize the settngs for exchnetwork ntefoce

Select anetwork ntefce to custoni:
Gesciion T addross
WicT e OHEP =

Worlgroup o Doman
perating System Options
Ready to Compite






images/00107.jpg
Standerd Switch: vSwikchd Remove .. Propertes.

Vit Machin Por Grovp — Physca Adspters
© wanis 8. & vt 10000 Ful
@ 2 vrtual mac Lo vrico 10000 rat &

Tt Machine Port Grovp.
@ s
& 1 vitual machine(s) | VLAN ID: 18

Tikemel Pon
3 Management Network

3 FiLogging o+
w2 10.1.25%.15
il Bt

@ wotion RS

ki £ 10.1.254.15






images/00106.jpg
ESXi host

Virtual machine Virtual machine
kel port port group port group
vSwitch0

Physical
switch

Physical
switch






images/00227.jpg
pod-1-hun-12.

Sy VeSS Fods Pivares s peniss | Siorags Vs

e folonng hoss ar connactad tothi dtstor slc s o the It i he et

o ot y——— | "
e e 3o .
W ]
il e 8 %
ioses == e 3
jomm— e —
perres P
e A v RIS

e gl s

9106 T Free
Refesh Storage Capiite

Spte Sorsge Cpabltys A
Usar defed Storoge Capsbity: T 1 3

path selecton

Rnd et PrOPees Extents Storage 1/0 Control.
Vomolabol  padliniz NG Fbre ChamalCik(na..  SO001GE ensied
polatore e P2 oy pmatacopsty 497568

paths R

w2
e o Fesson: wsss

Dsied: 0 Lo '






images/00101.jpg
Sesdy e

e
ot asenes by ype

P

7 o B ESX SO T

T






images/00222.jpg
DIsk/LUN -Formatting
Soscy the i e s and casey of te it

[-1o0x]

.

Lar s raaurlrgaHk . The i sk space sd by o gl th e sstem
e

oo g i

||

04558 . Eoc s 0.
P i avatei pace

& Custom spce settng
o = o 5000 avssbe soace






images/00343.jpg
Clone Virtual Machine

Guest Customization
‘Select the customzation cption or the st cperaig syt

oot

 Guest Customizotion sl
e S stz the G s

i Wik custaniztn resources wers ot found ot srver.






images/00100.jpg
e ety e B o
e T e o

[Teye— [ —






images/00221.jpg
Current Disk Layout
Ve can o adFormat the sebredevkcs,a s space ce s bk o r st

[z T,
Seet cetany pedev e carer ot
i syt vz Device e a "
Cuarent Disk Layout N e Charnel Dk (25, Non550. s oo 1
oms{descosf oo, E00009T OO 1SPAZS RN TS
koo

Thahard bk,

Ther iy eyt confr o avalble. Use the et uston t0 proce i the thr iz
paces.

Apartition willbe reated and used

o <o [ to> | conn






images/00342.jpg
et v foutes Do tob 3
O © - ] Psowen Srams |15 3 X 9]
sgtes [ Vo

Ez o Ftr 1503513 A
Sopogomies e Foldr iz R
oo ries(26) Fi ot iispsonan  ®
| oganosta FoFldr a2z w
[ Cosvaren e Fostr apon sz

Suers e ampssm R
| Sweons o Fldr o szsim

Stocorsecr sac o eacre o 219 R






images/00463.jpg





images/00103.jpg
05 home PouerCLIT ConProgran Files (xB6>\UMuareNInfrastmucturesuSphere PouexCLI
> Got—PoverCLIVers fon

UMuare uSphere PowerCLI 5.8 huild 374933
fsnapin Versions

Umlare QutoDeploy FouerGLL 5.0 huild 314
lave InageBuilder PouerCLI 5.0
Ufcars iesnss FotmrCil' BRI

UMilave PouercLI 5.8 bui

Uare ugphers Upiate Hanagor FoverCLl 5.0 hiild 398316

rusphere Pouerc ran Files G@6)\UhuarenInfrastructuresSphere PouerCL]
Sl vl

Attach-Baseline Attach-Basoline [-Entity] <I
Detaci Tasoline

1
Stage-Patch Siige Faton L-Ene1cyd <inven






images/00224.jpg
Extent Device

Seect 3 LUN o s a dtasors c sxpand the et cne

otemoeae

e, Lol Path I, LU, Capacty,Expancablecr WS Labelc.. = [ e

o TR U [Owetie | Comsay | Bmaise

G e Chard OBk (a0, fesSiOT0, 13 Nenss0 00068 Yes

B b Chae Dbk (133, 0... VHBSCOT0.. 14 Moo 00060 Mo

- Tho deastore oy cxcpie e o mereeterts o h deie, Sl oo ofthose st on
St dovca vl xpand 150 dotastors. Selcng nyehg 868 on s Gk il 4 e et
Tothe cabaore.

L T ottore s WS, T rder o s ctentslge th 2T, o st e s itostne
ity

<o =)






images/00345.jpg
vSphere Client Windows Guest Customization

Computer Name:
Speclfy a computer nsms tha wil oty this vituol machie on a network,

‘Frcoertes NetEIOS Name.
Begiiratin Infomaten € Entoranane
Computer Name. I
Koo Faserd Tre e it s 5 o,
I e e vl to e s
The e vl be runcated F conbined whh the umeric vabe & exceeds 15

acters,
Netwark.
Vierlaroup ar Doman @ Usethe vetual mactive nane
Operatng = 1t name excoeds 15 characters, & wibe trunceted.
Ready ta Cor © Enter aname nthe Deploy wizard

€ otz = custor eopliaton ot aured e veerte

s [






images/00102.jpg
ot o . 2oy O . TS B

et oo s st ottty sy
Pl

1ot vrsors o eyt a0 e et b g o 545

ettt o o e 5 o e 410

e






images/00223.jpg
lun-13 Properties

Volume properties

“Gonerdl o Fomat
OstastoreNare: - podL-un-13 Rerana... || FieSystem: s 354

TGty 247560 el | | MeTe e Gy

e ks i

Storage 1 Contrel

I enatied Abiareed
Extents. oot pevce
AV il 2yt can span e horddik psttios,cr eston slcte o the bt resids n he LtV gy
et o e o singe g voame firbtsornt

et T —
I b Channel Dk (s 6000070000 ECL) ENC e CharpelDsk (2.60 0@

Primary Partiions
1w 0@

[ e
e |






images/00344.jpg
| Y

a8 (o
Inventory
Swh  HomwdCites  Wead  Dastossad  Newokeg
Tenglies  Dotastore chsters
Administion
=) . =
® 8 & 3 2 &
oes Sessins Leerang Spstmlogs  CerverServer  Contr Schtions
Setings Moz

& @

Storage Frovders  vCerter Servce
Status

Management

;)

Host profies

g &

Wistoage  Customaaton
Proles Speclicaions
Mansger

P Tasks @ Aams |

T Pt Th S et 7






images/00328.jpg
Optons | evies | Scips | sk Aba |
AL
T Time synchrorization between the vitual machine and the ESX

Server.

1% ShowVMuare Took in the taskbar.

1% Nty # update is avalable p

Aosly Help

[ Care






images/00449.jpg
COUNTER

Disk Bus Resets

Disk Commands Terminated
DiskKernel Command Latency
DiskKernel Read Latency
DiskKernel Write Latency
DiskMaximum Queue Depth
Disk Command Latency
DiskRead Latency

DiskWrite Latency

DiskQueue Command Latency

DC

CcL

ESX1 RP VM





images/00448.jpg
COUNTER

Active
Compressed
Consumed
SwapIn

Swap Out
Swap Used
Usage

Balloon Target

Zipped
Memory

Memory Saved
By Zipping

DC

CL

ESX1 RP

VM





images/00209.jpg
Zero Status: supported
Delere Status: unsupported

naa. 6000970000152 602579533030314145
VALT Plugin Neme:
ATS Stacus: unaupported
Clone Status: unsupported
Zero Status: supported
Delete Status: unsupported

0800570000152 6025795330

aTS unsupported

Clone Scatus: unsupported

Zero Stacus: supported
lete Status: unsupported

ras. 50000970000152602579533030303542
VAAT Plugin Neme:

ATS Status: unsupported

Clone Status: ansupported

Zero Stacus: supporred

Delete Status: unsupported
i-adinfvia-01: >






images/00330.jpg
Datastore Browse

[vplex-di

01]

& Gle 9 8 E X@

Foders | search |

[vplex-dist-ds01] RTPLAB-VC4.

€ wmarecst

183,60001440000000:0s0011
W23 x64-Base
RTPLAE-PPVE01
testonoo
RTPLAE-AD-01

¢ RTPLAB-VCH.

Vomtestol
wn2ker2-02
Wi2ker2-03
sistisp1-01
corearan2 01

Tobject selected 3.14 K8

ame =] Prove
&9 RIPLABYCA vmdk 291410000k 20990,
B9 RIPLABYCHOLimdk 103,507,500 104,857,
O vmware7.og 265718

0 vwere-i2log L1008

] vrware-a.og 1527648

O vware a0 179.43K8

U vmwere-10kg 1254218

O wmware-iiiog 123918

U vmwereion 255718
RTPLABYC nvram e4618

[ & RiPLABvCa.um 1418

) rrasvc| addtotmentory  Jzore

[0 rreuae oxe

K1






images/00451.jpg
COUNTER DC cL

Packets Received
Packets Transmitted
Data Receive Rate
Data Transmit Rate

Usage

ESX1 RP

VM





images/00208.jpg
View: [Datastores Devices|

Datastores Refrsh  Doete ABIStooge..._ Rescon Al
Taereriton EET Toovee Fardnare Accaraion | orve
8 datastore1 @ @ Momd  Local ATADisk(n.. Uninown Hones¢
8 1o @ Nomd 10513662V, Not supported Unkon
@ wax e & Waming  ENC Fbre Channel... Supported Hon5¢
@ waxern © Noma  EMCFbre Channel. .. Supported Hon-5¢
@ waxt © et EMCFbre Channel .. Spported Non¢
@ Wt © Noms  EMCFbre Channal .. Supported Non's¢
@ WACTTet @ Noms  EMCrbre Channel . Suported Nons¢
|






images/00329.jpg
sles11sp1-01

Summary G I I T
General

Guest 05: Novel Suse Linux Enterpris 11 (64-b)

VM version: s

cpu: 1varu

Memary: 102448

Memory Overhead: 27,6118

VWwareTods: Ok

1P Adesses: 10611014 Vewsl
ONS Name: sestispl-01

EVC Mode Intel® eon® Core™ 7

State Powered on

Hosts 10611011

Active Tasks:

HAPotection: @ WA &

Storage Pokcy:

Poley Complance:






images/00450.jpg
COUNTER

DataReceive Rate

Data Transmit Rate
Receive Packets Dropped
Transmit Packets Dropped
Packet Receive Errors

Packet Transmit Errors

DC

cL

ESX1 RP

VM





images/00215.jpg
pod-1-blade-8.v12nlab.net ¥Mware ESX;

vl chines  Peformares

.0,381646

Conbursoon QRN

tualiachine Sttusdonn
WtualMachine Suapfl ocssn
Securiy Prfle

— | storge adapters A Racors _Raeh et
Fa=— e Tiwe T
ey cacovic ot o
- © wibss FovoGrarrd_ s000002545010032000
d i vrbat Fibre Chareel '50:00:00:25:b5:01:00:00 20:00
s Lstioese
i — . _—
Moo acaters -
prv— (e ———————
Power Managemsni: Details
Salae [ e
o cucovic ot voa
prs— V. 5300005450100 2000025501000
T Cortpesion T 1 e 15 Paber 15
oS and g
v [0S Pt
Authentication Servies ]
ek .._ [Rtnatins | cpeinaizate |

[ EFCBre el Dk (0356000, viFbs3iCOTOL0 _ Wotrted
ENC Fbre Charnel Dok (s 6000, viFBsSiCOTOLL  ountad
ENC Fre Crarmel Dk (sss 6000...  viHBSSICOTOLZ  Mounted
ENC Fe Crarmel Dk (ssa.6000...  iHBsSiCOTOLS  ounted
ENC Fro Cramel Dk (2,600, iHbsSiCOTOLY  Mountod
ENC Fro Crarmel Dk (32,6000, viHsSiCOTOLS  Mountod
ENC Fre Charnsl Dk (ss2.6000...  vbbsSiCOTOLE  Mountod
ENC Fre Charnsl Dok (52,6000, HsSiCOTOL)  Mountod






images/00336.jpg
[_[O[x]

_—
E—

Desarption

Snagshot taken before copyng fies oo the W for the
purpose of camparing snapehat szes

T — memory






images/00457.jpg
11:20:41am up 24 days 3
0.01, 0.01

pcPy USED(+)¢ 0.5 0.1 0.2 0.0 0.1 0.1 0.3 0.2 0,7 1.5 0.2 0.0 2.1 0.1 1.4 2.0 AV}
o: 0.6

pcpy uTIL(3): 0.7 0.3 0.5 0.3 0.3 0.2 0.5 0.5 0.7 2.2 0.4 0.1 3.4 0.2 1.4 2.9 v}

7, 313 vorlds, 2 VEs, 3 vCPUs; CPU load average: 0.01,

o: 0.5
cors v 0.9 06 0s 1 29 0 3.6 4a
o: 1.5

E1
1 % sale 16 789.99 1600.00
274332 274932 veencer-01 6 s.s2 7.7 0.2
285 765 hostd. 2680 23 z.a1 2.8
275248 275248 obsdda-01 s 0.2z 0.4 0.0
270792 270792 tam. 315725 18 0.2z 0.26
e & helper S0 0.4 0.8
914624 914624 vemdpa. 1079977 1 oz 0.2z
05 705 vpxa.2763 8 0.0 0.18
- 2 systen 10 0.8 0.06
736 726 storageRN.2838 0.0 0.07

2
26 26 vikap inod 6 0.3 0.06
508 605 vmsyslogd.2673 3 0.03  o.08
1026 1026 vnware-usarbit 2 0.0L  0.01

s s arivers i1 0.0i  0.01 _ 0.00 1099.85






images/00214.jpg
Manage Storage Capabilities

Storage capabiltes are a group of parametars the a datastore quarantees. Capabiltes can be system-defined and
User-defned. Supported.

st0rage systems 2ssi0n systen-defined capabities o datastore and you cannat mody then. You
can 283, remove, and et user-defined storage capabitles, and essociate them wih datastores

Tame
Tt

Towsmwtor T T
Spctios o i 1 datstors

User-cafined
Terz Add Storage Capability

Ters
nas

.

i

=

Descrption

Specfies that the datastore s »bock-based
datastore.

Lo ] o |

\5






images/00335.jpg
win2icr

Machine Properties

Hardware | oprs | Resces | Pl | vaevess |

I~ show Al Deves

T
- rvenory

Wdeo card
w1 dece

e p——
Fard k1
o et
Nebnerk adapter 1
Floppy drve |

=
<]
=
&
]
a

nid | e

Tsimary
e

Wdeo card
Rezted

Lt Logic sk

Vitual ik

[lecds01] Ojwe2..
Winet 106110

Chent e

Nunber of vtusl societs:

Number of ores par socket:

Totarunberof cores 1

Vi, Chargngthe rumber of vitualpracescesaferthe
9205 051 petaled may make your veta
frsing

The ity CPU confour aton specied o this psge
My vitethe b o th gues 03,






images/00456.jpg
WLCustero1

Sipey e s (065

[ —

Choter servicesPastdoy, 5/12/2009 5551 P -5/13/2009 BSS:51PM 11 ot Sch o
-

soem oo

performance Chart Legend

ey [obist | oot [roke
O WOmw0r e recer e






images/00217.jpg
Sy Ve

Toks vt | A P Migs. Sirags Ve Fardars 3

s IS © wibar Forechame  s00002585.01 00 200000258
B i © bz ForeChae 5000025450100 2090258
Motk dpers et
Aavanced st © whbw Bochscst
[
Softwore a1 I
[r——— Detais
e et
T hba3s et
odet s ot adgte
T CSNone: 199501 commereod:tode & 29554
[ e— 5t s
[ —— ConecsiTagas 0 Dewes 0 pare 0
[ —————
seanty e Ve [DRRESE) Pt
et CacheConipraten e [Runtimeniane | cpmtond s |
syten Resrce Akcaten
Agent i settns o ——






images/00216.jpg
15

1 Properties

Gl | 19 Settgs | Securty | Trafcshaing IC Tearing |

—Poley Exceptons

Load Balrcing: = besedon e o

etwork Faover Detecten: st oy

Notify Switches: o T |
Faback e =
Falover Orders

IV Overrde swich fadover order:

Selectactve and tandby adspters for tis et group. Tn s Falover stuakion, standby.
‘adapters acivate nthe order speciied below.

T Tpesd Thewore Wavel
ActveAdepters

® e 1o0ond 10.08.9610.45.127WaN19),.. | EEDAA]
Standby Adapters

UnusadAdepters

W vric3 10000 Full 10.1,9.96-10,1,9,127 (YLAN 19),.

‘Adapter Details

aoe

Locatons

i






images/00337.jpg
56|09 93 x@

b s plendist dso) st isp1 01
EO . e T T Ao o
) Q s e e [
resateorsionoomiosote | 7 o oLt s e (et o e
s 3 et e e et et
X & s otk sz [T e
- it e vt ... e et
ey G g e e (oo st
s 0 sz vy it (e st
sy 0 weizsivns v P e e st
e 0 i e O b
gt L e e [
ol i e [P e
& sl v 6o wth (e it






images/00211.jpg





images/00332.jpg
Device Type

What sort of devic do you wish o add to your virtusl machine?

Device Type
Ready ta Cong

Choose the type of devie you wish to 505,

e bor (b [ Ifomaton—|

Paralil Port (navala

Floppy Drve (unavalable
CO/OVD Drive (unavaiabie)

1) ound cord (unavaleble)
(e
SCS1 Devie






images/00453.jpg
COUNTER

Resource Memory Shared
Resource Memory Swapped

Uptime

CcL

ESX1

RP

VM





images/00210.jpg
Zero Status: supported
Delere Status: supperted

ATS Stacus: supported

supported
Status: supporced

VALT Plugin Neme:
ATS Stacus: unsupported
Clone Scatus: unsupported
P ——
Delete Status: unsupported

ras. s00009700001948007285330303 14582
VAAT Plugin Neme: VEW_VAATP Svnn
ATS Status: supported
Clone Status: supported
Zero Stacus: supporred
Delete Status: supported






images/00331.jpg
Fie Edi Vew Inventory Administraton Phaens Help

G B (8 o b e ety 5B ot

w0y 806 DBee P

Veenter 01 y1Zniab. ek corezkbr2-01

= [y Vizntab
© f Custer0n

0 pod btz
[ por et vizn

@ pod-1-bads-7v120i | | Guestos: Microsoft Windows Server 2008 R2 (6+...
0 pod-1-Hado.v12n1| | vt verson: 3
[ power > pom )
Guest | poveror culse
Snapshot v supend iz
@ open console Reset kT
B o settngs... ShitDownGuest Q4D
B moate... Restart Guest iR
8 done.. i
5 , | poseredon
Joreltte pod-1-blade .viznib.net
Fauk Toerance ,
© Pratecd &
VM storage prole ,
acd emission. e
Barm ,
Report Performance
Renane






images/00452.jpg
COUNTER DC cL

Resource CPU Active (1 Min
Average)

Resource CPU Active (5 Min
Average)

Resource CPUMaximum
Limited (1 Min)

Resource CPUMaximum
Limited (5 Min)

Resource CPU Running (1
Min Average)

Resource CPURunning (5
Min Average)

Resource CPU Usage
(Average)

ESX1 RP VM





images/00213.jpg
i € ton ity essin e 1o
Q8o wm [~ 3]

QA B & 8 e

S edomm porl Gdwwaas s

B

igl
[r

Bt @y s | i v Sor s s i e~ NS e






images/00334.jpg
hine Properties =]

v | opions | Resources | ol | vserves | s ochin verson: 0
Memory Configaston

I Show Al Devces as. R

e — mnaysa [+ [@]
W enory e - Ak emors or s
o o i powar o 64 G,

B video card Video card - u"'l:ﬂmu:?m-d-dhrhﬂ

S Wk Resuktad e

© SCstcantroler 151 Logic 545 @ Current confiquration value: 4GB,
S Hdask1 Wik 26

& podvet tomceoriomz.. | o

B etk adigtor 1 ret0110

& Foppy drive | Clent Device 868,






images/00455.jpg
COUNTER DC cE

Average Commands Issued Per Second
Highest Latency

Average Read Requests Per Second
Average Write Requests Per Second.
Read Rate

Storage Path Throughput Usage

Read Latency

Write Latency

‘Write Rate

ESX1 RP VM





images/00212.jpg
i € ton ity essin e 1o
Q8o wm [~ 3]

QA B & 8 e

S edomm porl Gdwwaas s

B

igl
[r

Bt @y s | i v Sor s s i e~ NS e






images/00333.jpg
Network Type.

Wt type of networ do you wark to add?

Ty
Network connection

Ready to Conglete

— Adepter Type
Tyee: g0
Adspte cheice can affect both networking performance and migraton compatibity.

‘Consuk the Viuar= KnouledgeBace for more nformaton on choosng among the
etk axapters supported for venious guest aperating systens and hosts.

etk Compectin
& Naed network it specied sl
[ El
€ Legecy netiark
I i7};

Legacy network ypes e not fuly compatile weh migraion between hosts.

-~ Device Status
¥ Connec o pawer on






images/00454.jpg
COUNTER

Storage1/0 Control Aggregated I0PS

Storage1/0 Control Datastore Maximum
Queue Depth

Storage DRS Datastore Normalized Read
Latency

Storage DRS Datastore Normalized write
latency

Highest Latency

Average Read Requests Per Second
Average Write Requests Per Second
Storage1/0 Control Normalized Latency
Read Latency

‘Write Latency

DC

cL

ESX1 RP VM
54

X

X

X

X X
X X
54 X
X

X X
X X





images/00207.jpg
View: [Datastores Devices|
Datastores Refresh  Doete  Ad Storege... Rescan Al
Toertfcsion st | Doves Type | Fardvrs Accderstion | O Tyme |
blede-eocal Nomal  LSLOGIC SealA... WSS Nt supported Nons5D
Podladedfoct @ Nomal ENCFbre Channel.. WFS3  Unknown Non55D
Podl-Datatore-| @ Homal  EMC Fbre Channel.. WFS3  Unknown Nons5D
podian03 @ Homal EMCFbre Chamnel.. PSS Unknown NonsD
°
3
°

pod-1-un10 Normal EMC Fibre Chanel,.. /WFSS Unknown NonssD
Normal - ENC Fibre Channel... /WFSS Unknown NonS0
Normal - ENC Fire Chanrel,.. /WFS3  Unknown Nonv550

podt-an11
pod-t-an12






images/00438.jpg
it e o (ORS

patc TR

sl rachng Fa Toers,

r————
s service consle swap
Vipher it matine
Viphere v e,
ipher i s e,
[Ro——
Vel maching memory .

eveeoeenenneeneene |
1
i
i

| osrsdin
@ veeraroLviznihre
wonte 0 vizis et
[ p——
ertar 0L iznish .
@ vensrovviznishe
@ vesrscorviznish e
e p———

@ veensroriznshoe
e 0L viznish e

@ veensrotiznihe
@ veener o1 vznsht
e o1 iznihint

@ vieneranviznhe
e ot viznisht

@ oot viznh.ne
@ veneroviznbne
Vet 0L viznth nt

@ veerteroLvizntbnt

[y
Joosopen

ok demto e
o iranisitshir
ot et o
ot st e v,
e b e
e et e e
s il
Pl et o o
ol
Pk et e i
e st do e
jarmpripetudiony
i st e s
frmrdiicligholin
o st e vt
e e v
i st et o
ooy

[ s G

~Jh The cbeet

~Custom sl to oo W snepe..






images/00198.jpg
NFS NFS
datastore datastore

ESXi host

Each ESXi host

has a minimum of

two VMkernel Ethernet
switch

ports, and each is

physically

connected to two

Ethemet switches. |  Ethernet i
Storageand LAN | svieh Each switch has a

are isolated— Filesystem minimum of two

i i connections to two
physically orvia | exported redundant front-end
VLANS. via NFS array network

Block storage 1 interfaces (across
Y storage processors).
internal to the NFS. il )
server that

sumpors the (] (o N
filesystem





images/00319.jpg
ste New Virtual Machine [-[01]

scectaik [rT——
St it e avc e e nth e st Toattr s e e 4
e e o e
S
iirieetecn | Sekibetpectdsktaee
il
= R R—
e
o € s o exing et dsk
selet oDk e i
Roveendosers F o

v your vitus oo drect acess to SN TH ok alowsyouto
s g SAN contands 0 manage the storsge o crtre o
acces it ong adatasore.

 Donctassedsk






images/00440.jpg
Cluster-1

s col:

view: Tigmed s tstvtors|

ot .
oot < [
e ——
O et " o
-Gy @ WM snapshat Usage "
P T— 4/30/2011 356:03 PN ! L&
o s






images/00318.jpg
[-101>]
[ ——

e New Virtual Machi

Network
Wi etk corsctions Wi b used by the vt machine?

- Crese Ntk Covctins
HonmyCs o ymweneto e [ 3]
] oot
etk A g ot On
5
[ ] feion E
et
L 5 oty it oo, s 6 e e e
e o esod, £ 54 oo 2

daper o can ffect both netwerke pefomanc and iy st conpatbity, Corsik
the st o seDoce o mors foration on hoasing anen the netveeh adaters
sisported o varlous guss opratng st andhosts.






images/00439.jpg
T T Conion T Warg L Candbantengh |G AR [ Cnntenah
sk Cornedion St Toequite e Notrepende
o ponerSate Notequalto Nore. Sty

© Tigge F any ofthe contons v stsed
& Tigge o the condions resasfed

w 5
[ ] o | o |






images/00204.jpg
i-aduin@vma-01:~> esxcli ~h pod-i-blade-7.vi2nlab.net storage mep
enes passvor

Description

bsp lisc

Host Recently Used Path Selection
M PSP RR  Round Robin Path Selection
Fixed Path Selection






images/00325.jpg
win2kr2-02 - Virtual Machine Properties

Hardware | oprs | Resces | Pl | vaevess | W Mache Vorsen: &
™ Show Al Devees o

L — 7 —

- ooy o =

3 o h el

& wocrd o card “"",'ffiﬁ e dovke, ok poger nthe
o wardews Resitod achne s then o Cos CEIOTD
© scstcanrlerd Sttoge sis bt e tocber

o hadaski sk

© copmansi (OB TIBONE | | o oo

W ek adter | Wret-105-110

& roppy e CletDoves i
S Hadaskz ok

& Daastore 150 e

[orlendsor] o dcertd | Browse.

e
s






images/00446.jpg
sovchot et TR ~| 7 1/ 515 10
s ot
- Cumgwn  C Swioen  C Saisdawna)
¥
s ctmas
E:iﬁifz R B
Past month =8
B e
Custem. =E |
5 © tosse h .
o Qo
(o st saedescatin “ =
2 & venor ==
2 & G
[ T o Py
59 B P —
5@ aman Docmd s, o
Owar Summation  Milsecond  wak.
et S it and
O uiizabon Aversge  Pevcet  wdloaton o)
b oo
P —
G [T ot ]| Rolup: Statistics Type:
G e Sl
T =
Vit S| [Sve ot o

o | o | o






images/00203.jpg
i-aduin@vma-O1:~> esxcli ~h pod-1-blade=7.vi2nlab.nec storage mmp sacp lisc
enes passvor

Default PSP Description

VHV_PSP_FIXED Supports ENC Symmetrix

VN PSPERD  Placenolder (plugin mor loaded]
VMW PSP_NRU  Placeholder (plugin not loaded)
VMW PSF_NRU  Placenolder (plugin mot loaded)

VI PSPFIXED Placeholder (plugin not loaded)
VI PSP TFIXED Placeholder (plugin ot loaded)
VIV PSPFIXED Flaceholder (plugin ot loaded)
VIV PSPIFIXED Placeholder (piugin not loaded)
VI PSPFIXED Placeholder (piugin mov loaded)
VPSP NRU  Flacenolder (plugin ot loaded)
VI PSPHRU  Flaceholder (plugin ot loaded)
VHVPSPFIXED Supports mon-apesific active/astive arrays
VI PSP FIXED Supporta direct acteched devices






images/00324.jpg
Datastore Browser - [vplex-

ds01]

AT

Fokders | search | [vplex-dist<s01] win2kerz-02
G2 e Sie | Provecned see | T
Whaecst £ wds 2wk 597000K0 HL0INKD. VealDsk
nasceisiosssncoioscdienf | [ vwaredog Liizeske Vetul Machne.
WS 164 B @) w22 asors Nor-cltie e
RILAS prvet @ w2 a2 m ER Vetuo Machie
testonnnt
s D widerzozmd 0268 e
iyt 0wtz wmsd oo0re e
ity B eineons e
© weece B w22tk CO0KE 415430000k et Dk






images/00445.jpg
e Vots D85 | Resirce lcat e

CPU/Past day, 4/29/701 1032 P -4/30/2011 41832 PM Chit Cotirs P r—
a0

L 1 1 N
i VSO 1LV Y PONATY ,_ML*/‘./ N

so0pn s00e ronan soomm S0 o
Time

performance chart Legend

Foy oot oo [Rois s st | a2

B et Usoeintwe e e w oW

£ s ol e om






images/00206.jpg
v

vt
bufrcane

conc.

cang

=
Dnerver
Diges:
DrertryCache

s
r

Pagehetre
Rdneier
sascicenty
s
St

el
VP

o 0. s 4294567294

Dkt

Dkt i ecocs ot b ek 6w chad sty tope

v 0 s 2000000

Dk Sheduartun I

Nunbor of consoativ requests rom o Word

Dk shedumpscousndrg =

Nunbar f outsardng conmancs t 3 target weh congetng vkl

D SchedComirolseeas &

e o consecve rests frm Y rqred 1l the i stand conmandsfo e
o 0 et 200

Dsk SchedaCmroSches —
Nonber of sukches between conmands sued by ifererk ¥ recued o reduce oulstardng o

Dk 3

P L 11) tht s s on 3ot

4
[ WS






images/00327.jpg
(Default Monitor) and VMware SVGA LI Properties: 21 x|

Genera | Adaptr | oror Troubishost |

Are you having problems wkh your graphics hardware? These.
settings can help you troubleshoat dsplayrlated problems

Hardware accelerstion
Manually control the lvel of acceleration and performance suppled by
your graphics herdware. Use the Display Troubleshater to assist you
in making the chenge.

Hardware accsleration:  Nore | ———— |l

Al accslerations are ensbled, Lse tissetting F your computer has
o problems. (Recormended)

¥ Enable wrke combiting

Co ] o






images/00205.jpg
ol [

path st [Reund ebe ()
Storege ey s VWW_SATP ST
pate
Furtime o [Two% Taw e Trrarersd T
HBSACOTOLS 30005 7208 25400 0005 TS O ® A ()
g & Aave(io)

e oL

09 T2 0020 400 TS

Lo |

==
Rurtie Nare:

Fibee Channel
Adipter
Targt

e SOEO02515010000: 200000250100 SOUODA72DR2 84, SO000STZ0E234 42, S0R0SOODI 250257,

[ ————)

SD0I0ZSASI01:0000 20000 ESONH
SD0I87208 284D SO0 72,05 242






images/00326.jpg
R

Fokders | search | UpbadFle... so.

T Upsdrker..
;v»m Certer i G et enk st io

e o v
150 @






images/00447.jpg
COUNTER

Max Limited
Ready

Run

Swap Wait
System

Total

Usage InMHz
Used
Utilization

Wait

DC

ESX1 RP

VM





images/00200.jpg
Raw device mapping

Dynamic extension

Availability and
scaling model

VMware feature
support (vSphere
HA, vMotion,
Storage vMotion,
vSphere FT)

Yes
Yes

Storage stack
(PSA), ESXiLUN
queues, array
configuration

Yes

Yes

Yes

Storage stack (PSA), ESXi LUN
queues, array configuration

Yes

No
Yes

Network Stage (NIC team-
ingand routing), network
and NFS server
configuration

Yes





images/00321.jpg
te New Virtual Machine =] E3|

‘Advanced options

Vet Machos Verson: &
Thess adanced ophions do not ususly reed tobe changed

o Socty e acharcd s ot et k. Thes s ok ol s
@ e s lton e
e Vs - WtulDosce tods
& fEoo
ety oo T

ek

oate Dk
Advanced Options
Resdy o conpie

ey .
Changes toths dik redicarded ahen you poner off o revert o the
g






images/00442.jpg
tion (36

1. g
13 2
s e
[r— ) Dk






images/00199.jpg
FEATURE

ESXiboot (boot from
SAN)

VM boot

FIBRE
CHANNEL SAN

Yes

Yes

1SCSISAN NFS

Hardware initiator or software

— - No
initiator with iBFT support

Yes Yes





images/00320.jpg
te New Virtual Machine. i 3

Create apisk Vet Machee Verson: &
Speckythe vituldisk sz e provisizing bl

St —— E T

ok Provkenng

s Opertrg Syt
g € Thik provsion sy 2eosd

Penery
e © Thek Provsin Eager Zarsd
SC51 Contrter  Thaprovsen

freyyy

Ceme vk e

Readyto Canpste & sore it th sl machine

© Specly a dtastore o deastore hster.






images/00441.jpg





images/00202.jpg
Appction

Operting sysen

Gyn

VMkernel storage stack

Emulation and filesystem

Pluggable
storage
architecture

Emulation and drivers ]






images/00323.jpg
Foldrs

4l

[

7 o T e T o
Mware-CS1 £ wnZ@r202vmdk  5,949,760.00K8  41,943,040.00K8 Virtual Disk Lvple
rsscismonccinssie | (5 myeeon Uitz Wt . Lo
Wn2x3-xé4 Base: i wnzker2-azovam B48K8 Norr-voistie me... ~[vple
RIPLAS PPYEQL & wodkerzz.vme 2290 Vitualachine  vp
oy D wezscgmt oz s o
e D wezazm sovs " ol
veutestol 0O creanzt 611.60K8 File T
vy






images/00444.jpg
wew: [ @ e

Spaco Uization By File Type @ Space Uilzation By Datastores (Top )

vt Disks - 4000 68

@ 5wap Flss- 80068

omar VM Fils- 005 68
Tota Space- 46,0508

Time Range: [167 =]

1Day Summary for veenter-01

Spacemnca






images/00201.jpg
Simple, single-extent m
VMFS datastore o

Spanned, multi-extent
VMES datastors m





images/00322.jpg
Create New Virtual Machi

Ready to Complete:

ik ittt 8k tht il crate the now et e

=y
ey
jrew

S5t Contrtr
=

Advrresl ontins
Ready to Complete

Vet Machee Verson: &

g o the e v macine:
Nane: ooz
Folder: Vit
HostjCuster Clutarar
Dataon Pt lni2
1 Stroge Proes Bk sorsge
Gt o5 Mitosoft Windows Server 200872 (4-58)
s '
ey e
nics '
NIC 1 Network: wan
HIC 1 Typo E10
551 Contrler LSiLoge s
Crestsdekc New it ds
06
Tk povien Lazy Zeroed
podtmiz
scs10m)
[——"

™ B8t the vtuslmachine sestngs befor conpltion

iy Cren fth vl machine ) doss ot nce ot tltion oftheguest cpertng

sytem, nstall 3 guss 05 o the V1 fterceating e U,

o [Com ] e
Vi






images/00443.jpg
iy

iew: [ivtaltchnes =] | Time Range: [15 =] @@
1 Day Summary for pod-1-blade-5.v12niab.net Virtual Machine(s) b terzpeges b M
Sumalchonts)
s Memory B [r— wumme ~
@ wbdeor
[ » [
| A
& sestispron
s so; s sop sop
s 35 Mo gsaamlit 35| Noswammate | 32 Nogsaueit 3o
Py Usage 1op 10) ® MemoryUs:
b os]
s w0 | 5
e .






images/00317.jpg
Memory
Configure the vetusl machine’s memary size

Coquation | Memory Configuration
Nane and Locstion -
e 10116B7d  promory Sce: 1= [

Utusl Machine version s12ca)

o Mo ecommended forthe
sz uest 05: 101168,

t Maxinum recormended fr best performances 24568 ME.
il Default reconmended for th

st ¥ ouestOSi 4GB,

2

1656
06
4c
269
1@
sz
2561
128 )
64|






images/00308.jpg
Tt o ity A R >
BB [0 e R e 8 semion @ v ntors | ez a]
Ao

[ —] S| S| e - [

e

P, s, b 5051, e
237502 S 2 A B i 53t 5. oty e
T 1 o D e S A ]
e o e et e i
i 1< 0 1 b SR T ]y s

T v o e e

0 1 DI e Sk (O] o o

0257210163507 D 0%l et AN XS] s 594 oy e
11201 0 S e Sl o TG AR - U v 5 - ks
D0 125 4 9 D oS- ] o e el g1 e ol
pithotsirecbetior st veriiinelee o b e i s
T 15501 1.0 0 e S A AR kT 55
0145016577 DI e St O ] U b 5~ e e
D10 134 5 I s D] o g b o e .
8 11140 450 s S ST 0] KA o o e
D0 721315 0 A et 5] b5 - v ot it
8 10145 0 o T BT AR e85 ke
T8 19521 2.0 1 S S RS0k 5 e e
D0 14 2 I DA S L] o o < b 155

154 050l kI ] o o el 1o A -
R T e
=3 = o T T T
o 1 =

7ok @ o T ot B s e NS






images/00429.jpg
ds-cluster-01

Sy Ve e | s g DR pitance Tk e s P
[ ——

Sorage 085 Acos o T o = [ e
e T
from pdev 11 o 5o SIBE01 S8
83 Mo hord ok rd ik 2or w205 rom 501t ¢ SOOI SITSEPM






images/00428.jpg
ds-cluster-01

sy WVt

Vew [Recommerdsions. Fas] bsory Lot updte 12011 111902 B Scaga 005
atastore Cluste Properties e
[ —
Uiadspoce Taeshlds 00%

oLy Tkt 15ms

‘Storage DRS Recommendations. R

Rosn

™ OvenieScrae 065 recormerdstons






images/00314.jpg
Name and Location
Speciy 2 name and locaton fo this vrual machine:

Confaration =
e e it T ——1
) Ve machne (1) rames my contan o 50 chracr
ot Cperaing Sytey | YOS Server VM e
InventoryLocaton:

Vit
) Discovered st machine






images/00435.jpg
Foveredon
Povarsd it
Foveredon
Foverad ot

s s

o1 o512 et
o1 a5 121 et
k1t 2ri
o112 et
o st 6 12 et
o 1-bde7.vizrieh et

ey
nosa

@
nosa

passons tags | pto ol

Mo, Bt Hot o Gusst 05 oo = [

| Provsnadspas | s s | Host -

0w
]





images/00313.jpg
ste New Virtual Machine.

Configuration
St th cofiurtionfor the vetl machine

Configuration

e d Locak oo

ey © Tyvical

: et oo mchne v the st conondcss s cniton ot
%  cutom

oy oo e it o dves  spchk st i,






images/00434.jpg
et
[ — e
s —  mttentond FET—
= e ek 8
- 8 fororsivioe 8

(Lol oo

- oo g

B i forarsivine

B wndsor et (Mana) a

Al jortiin 8

4l | i}
oo o P






images/00316.jpg
irtual Mz

Storage.
el  detnation scorge o the vtus e s

[T selctadestation stcrage forthe vitusmachn e
e s Locaten
oy W scroge ot [fer 1 5ooe 3
Storane e Towe e | Canaaty [ roveoned | Frem [ T0s | 502
e Cisiue
e 1 pebinil  NerSD 975 WENE S0 WS
Incompatible
Netwerk @ rises Urivomn 4D00G 2059 999868 K5
S5t Convele B Fodldkr .. NowsD BT SISO 924G WS
ot vk B Fodtslakss. NonsD e oMM 926 W
Resdyto Conpst @ Podifodest . NensD O SN 9216 WSS
@ ol oo NorsD D@ SO 9216 WS
@ PodiDsetor. NrSD 1000006 €301GD  S0695GD WES)
T bl e 028 ot i e
Seecta datsore:
o [ R e e o






images/00437.jpg
Goerl 175553 saptr | s |
T oo T W ContBen g [ BT Conin L
St e (@) Taoe 1 2

& Tigge sy ofthe contors v stsied
1 Tigge o the condons resasfed






images/00315.jpg
ke New Virtual M

Storage
‘Seloct  destination strage Fo the itus mshie s

St ot

Select 3 destinaion sceagef the wtusmachne les:

poc-n-iz
bade 7 ocs

Select  datssre:

s1s0018

w7 s
100G 101 Go
1206 sLmmE
75 069968
12006 971L.00M

ot e

EXTh
Barw s
2 wes
n216 WS
w2 wess

6996 W2

LG wss

036 W

131056 wss

3

e T

Bz






images/00436.jpg
RRRRRRRRRRRYYR .'........g

ke vetor norkorng
Datosereusoge o ok

[ ———

e r—

P st oo o510
ke capacty mentorng

Ve A vt machne et
et —
Vaphre 1 s machn kv o
Jre————————
Ve st st

Caneo frdvecher Ha rstr g
VSohere i slover npropess-
Infcere vppere vl rss
Datazers chte bt of s
Datasors s kel dtsontrs
Scrsge DS o spprtad o sk
StcrageDFSrecenmendin
Datocrs cpabty arn
hprossoned L apacy cee.
Jre—"

Hosth sats mentorog

Lo e restoldmentorios
Hos Besebrd g Cortro.
[ E——————

The bt

[ —r

Dosootn
Defo o it e venor o o,
Defo bt e o tor dok e
ST ———
[ ————

Dotk 5 s £3510.4.1 o 5 cnnactodto,
et ol e a kers capacty s escesded
Dotk b o ket wiben Sptere A ot et .
Dot o ket when e K et s,
Dot o ket when Sphee K ol 1o aover .
Dot alam o ot s cor pamor .
Dottt ek o ot s ezt y .
Dot b bt e ontrServes s,
Dot ol ket when iphare K heoces
Dot o ket whenters e it s 1
s ok b s chste ot f 55,
STy ————
S ——T———
Bl tha s o Soro ORSecomneion

Bl the s vy detcts et the copobd
Bl tha grs  storas ey e 1 h provs
Dot st o ey e

Dotk o o changes noveral st st
Dot ot e <ot earc o,
Varkoes the st of te B Menagzet: Cort
Vordces the s f the T e Evert Lo, See

|





images/00310.jpg
EECEEEE)

[dist-ds01] win2kor2-02

T T

Luzsse e

Whro-cst
60001 4000001060010

CI»}"
6

() wnerzoz2a0sibase 4194040060 Fie
0 wiazeems 357 Fie
O wseion e [a—
0 weemd ot Fie
@ wzezeznmen ssore [e——
D nderz 2 md o218 Fie
0 vmwse 2iog susie [——
0 wrezoz asmnl oot Fie

224091048 150D 180068 Fe






images/00431.jpg
vi

ual Di

= E3
‘Select Vitual Machine:
win2x812-03 Select Vitual Machine,..
Select Vittual Disks:
[ TVt

[0 ) v ik 1 windsin 2.3
] ) Pard ok awinserz oo |






images/00309.jpg
S [=1 E3

Device Manage
Fle Acin Vew Hep

Kot Al Ho i
B
41 Batenes
¥ & Computer
& o Dk
o Whars Vsl sk SCSL Dk Dovice
55 Diply adepters
B VMware SYGAT
4] DVDJCD-ROM drives:
i Floppy disk drives
5 2B Flpoy dive controlers
1 . IDE ATAJATAPI controlers
5= Kepbowds
4 ice and other pinting devices
F4 Vthware Ponting Device
¥ Network adapters
A Intel(R) PROJ1000 MT Network Connection
T Ports (COM&LPT)
Processrs
it Jicrn B
< L51 Adanter, 545 3000 series, &-port wih 1068
<5 Microsoft ISCS Iniiator
5488 System devices

o

o

e






images/00430.jpg
Goneral

5075 Automstion
EE
085 Schading

ke
[T———

|08 Scheking

TveTrremieney Towsretin

S00FM Hon, Tues, Wed, Trurs, P G ko Manus Made
SS0AN Mon Tues, Wed, Tues, Fr Retunto Orignal Sttngs

Heb.






images/00312.jpg
Fie Edit View Inventory Administraton Plug-ns Help
T el
Teew
BT . o1
iy viznusb
= dbl Ep—
T paen. i
o New VitualMachine..__ . Cube ]
P @ newresource P o o
B revwn.. ata on
| P —
L R r— ot
'z S| e
1asze
B s addpermisson... ot 20078
B9 :
3
8 il casoes. 5
eninNow Widow...  CulsARH
D Ope 0
Remove 1
serne
“Virtual Machines and Templates: 1
Totl Moratons usgvhobon: 1






images/00433.jpg
ds-cluster-01

sy Ve g st e o Futoms T B

P

Lot updaed: 51182011 102951 P

s agorontevel, Manosl
ke Spae Tt 00%

oty stk 15ms.

Storage DR Recommendatons

ooy | Rocenmardason

7 Overde Storsge 075 recommendtions

ol i






images/00311.jpg
/it /volumes/2a035252-0ecdesea-6557-00221959932 /uin2kar2-02 # 15 ~la
orwesxex 1 oot root 1950 Mar 4 04

e -xe—c rooc  rooc 3080 Nar 4 16t
foot  root 1139641 Feb 20 23
root oot 557389 Har 4 04
root oot 239087 Mar 23 17
oot oot 96468992 Nar 4 04,

vmvare-1. log

oot oot 4293967296 Mar 4 03

Lroot  root 13 Har 4

Lroor oot 42949672960 Mar 24 2011 winZkerz-02-flat.

1roor  roor 8684 Mar 13 iAnZKEK2-02 .nvEan
1root  root 547 Feb 20 win2k8£2-02 vmdk
e — 43 mar 4 in2REE2-02 Vet
1roor  roor 3656 mar 4 winzkBr2-02 e

1ot root 266 nar 4 vinzKer2-02 vt
e/ vo1umes san3925¢-oecaeaea-sir-0022195e993 /inzoe2-0z # |






images/00432.jpg
9 ) Thi il wilaverride the v affnty stting for this Datastore Chuster conPgured nthe Vrtual Machine settings page.

pntcemnty
e I






images/00307.jpg
veenter-01.v12nlab.net - vSphere Client

Fle Edt View Inventory Administration Plug-ns Help.
[« N+ ‘@ Home b @4, Advrisiraton b 8§ Roles b (G vcenter-O1.viznlsbinet
(& AddRole  ({) Cone ok

Roles. Usage: No access

Nae This ole i ot i use
No access

Readarly

Adinstrator

Vitua machine power user (sampe)
Vitual machine user (sample)

Resousce pool adninstrstor (sample)
VMware Consoldated Backup user (sampe)
Datestore consumer (sagle)

Network consume (semple)






images/00306.jpg
Fie Edt Vew Invertory Adninsiraton Phans e

B Bl (2 rere > R Ao b 4 Hotverkpoog Coletr () vk G virconet

Veiware Syslog Collector Overview

Configuration

= Likering on host 10.1.9.104
= Leingon:

= ot 14, UoP.

= por 514, TCP

= pot 513,551
= Logs stored L C\ProgramData\VMware \VMware Syslog ColletorData),
= Rotatclogfies 5 2 MB
= Keen Brotatiors

Host lirogmgto | s |
0 potitadesvizmsbnet WoLLiE Lk
O potitaes izt W15 v
0 pobtbse o oLy cane
podblade .12t Worte sk8

)






images/00427.jpg
Bt o oy semen A o0
C e e | al

o - [ e
T fosrete T e
e N ot it S






images/00418.jpg
er-1 Settir

ErE
sorre it ¥ el rvids vl s atsmtonecls.
v Ostns
Wi Nerkonng
Catsore Hestbesing
sphrsORS et ek utomstonveloponsfor vl chines n e st
ORS s ansger

s it achineor Augomaton vl cortanst = [

Power anacement e
Host opnens o

e 'y

Sucptl Locron kY
@
&
& etaut (Varual)
& ostout (Varus)
& staut (Varus)
@ Dsfauk (Marual)
& Dstout (Varus)
& Detout (Marus)
& sestisprol Dstout (Marus)

s o] |,






images/00303.jpg
|vMware vCenter Installer - 1x]

VMware vSphere 5.0

Vitwar Sysioq Calctor
\Center Sener The VWwaree Syslog Callecor prvides an unifed
e achiecur forsyyem logging,enables network

Iogping and fogs im muliple hosts 0 be combined.
vEphere Web Client (Server) s

Viiware vaphere™ Update Manager
hware® ES™ Dump Collastor
Viwaro® Sysiog Colletor
htware Auto Deploy.

Viware vSphere™ Authenticatan Froyy

VCenter Host Agent Fre-Ungrade Checker

Explore Media  Exit






images/00424.jpg
- Dstastare CserNane

5085 Autonstion
o v s fidmeor |
085 Schacing .
ke Datastore hster Fastres —

[T———
W Tuncn Sorage S

Sphecs Strge ORS ensles vCanter Srver o mange dastores 35 an s egas

podle sorage
gt Sx g 05 s el ot Server s th scseent of sl
mscines o datastoes, lacemet when vrtal nacin

pheiesry s e reted,
ptedor dend, g i Al s bl o and e

o ok |_coos






images/00302.jpg
pod-1-blade-5.v12nlab.net - vSphere Client

Fie Edt View Inventory Adminisration Pha-ns Help

BBl [0 o b @ s o g s

G Addroe (3 onerole

Roles Usage: Operator
e S hefodrron:

Mo sczss F LT a—
Read-only

Adnrisstor

Operator






images/00423.jpg
Fcan Rt

P —— o
i e et o o 5, i 2 P






images/00305.jpg
v

7]

vt

DrentryCache
ok
Fss

Pagehetre
Rdneier
sascicenty
s
Stnren
Syion

5 loagars
o

Sy dobal deautziate e

O et of ottt b, Rt on
e o e 1

sy ol s  —
ot e oo befor rottn, K, st o o on

o s 1020

Syl obalonn (e —

Datetors it o drectony o output logs o, Reset o deft ol Exanpe: (4t esoreomeogdr

St dobal DU r

Placelogs I uniqu subdretory of o, based onPosinane

Sy goballotost eerart iamab netel

The emots hest o .28 og o Rese o defu o rul ke hosts e upported and st b 5.

C ] oo | |






images/00426.jpg
Fcan Rt

g oyt b e et Pt i s o ok ke
e i el 1 i 5 3, A oo e s e O

o Fercnmeniten =3
Storager<commendation fr s e chsr-01 sl anc)

- - i S e A e S






images/00304.jpg
R T D e =
=3 T = =2 T T T

| =
ot B s e NS






images/00425.jpg
Gonerl
5075 Adtonson |
5015 e Rl
085 Schacing
ke

[T———

R ———

& No Automation (Manual Mode)

VCertor il make gt tecornmendatos o veual machine orage, ek ot
Dot £ b

© Fully Automated
Fio il bs mated kol tocptns esource sage,

Heb.






images/00299.jpg
o 2sign 8 permisson toan nciidue o roup o users, add thek names o the Users and Groups st below. Then select
one o more of the ames and assign a roke.

Users and Groups RssgnedRole
These users nd roups can interact withthe curent Seleced users and groups can nteract wih the curent
obyect sccordng o the selected rle. Gbject accordingto the chosen ol and privieges.

VIZLABIW..._Operator

5 [ Herms
+ [ otocenker

i+ O ostastore

i+ [ atastrschster
& O dertorup

(5 C] €5t Agent Manger
& O Extersion

= O Foder

e et

Descrton: Seect s piviege toview s
Gescroton

k || = ||
e | & | o |






images/00420.jpg
SoRS Runtine ukes
o do o it s Dt o s

] N asen
Atcontin S s o o 10 s v 3 oty S5
008 Rurtime s i Sy i i Ot

i e 7 Erate 1 et For 085 recomendiors
: © otk oy b o vt ot e st it

oo it

it el v v a5 frms o cnends
prisses

it o
peh o S s 8 A P i
ST St oo 0 brospou e Do somn

i S% ———— f—— % [ e

e - P

Soeds Ot

ok | | oo






images/00298.jpg
it the role name o selec check boes to change privleges for thisrol.

None: [oeraar

Privieges.

& Virtual machine
5 [ Guest Operatons
[ Host-besed replcatin
Bl interaction
[ Acqure guest control tickat
O Answer question
Backup operation on vitual machine

] Console nteraction
] Create screenshot

[ Defragment al dsks.

B Devicecoection

] Disable Fauk Toerance

] Eneble Faul Tokrence

 Power OFF

[ Power On

0] Record session on Vitual Machine.
] Replay sssion on Vitual Machine

Description: Vitusl machine configuration

_we | [a ] e |






images/00419.jpg
Sc the et sorsg e it e gt

St ton
Storage

o ot






images/00301.jpg
pod-1-blade-5.v12nlab-net - vSphere Client

Fie Edt View Inventory Administration Pha-ns Help

D Y T

flocation

Ferformance

General

@) Vrtual Machines and Templates:

(T poot  Tetaldescendants)

/s
@ Powered on VitualMachines: 0/0
@ chidResource Pocks; o0

Py

Host CPU

om

208z

= Consumed 000mHz






images/00422.jpg
Add Storage [=] B3

Select Datastores

‘Select catastores below to ad o your Datastore Chister. atastores should be able o connec to ol hosts to be nduded
itin the Datastore Chster. Orly formatted datastores il be shown. Datastores must b of the same coriection type to
resds wahin a Datsstoe Custer.

Avaleble Dtastores:
System Capabilty or User-defined Cepabllty coreamns: ~ [ Clew
00 e [ Host Convection Status~~# | Candty. | Fee Space | System Capabiy | User-cefined C2
O blode-Siocal A& HostComectioms missng 132060 131168 WA 3
] blae-bocal A HostComectonsmissng 132068 131168 WA Nia
O vottniz © Albosts Cornected w88 W6 NA 3
D] PodiBiadesBoot @ HostCommectonsmissing  498GB 49.2G8 WA WA
] Podt-tloderBoot i Host Conmectonsmissing 49,865 49268 NjA A
O bl 7ol & HostComectionsmissng 12068 131168 WA 3
[ PodtOstastore-t @ Al Hosts Cornected L0000, SNSGE WA A
O blede-tocal A HostComectonsmissg 132068 131168 NjA Nia
D Podtfladedfoot i HostComectonsmissng 49868 49268 NA 3
D] Podi Blsdesfoot o, Host Commectonsmissng 49865 49268 NjA A
| |






images/00300.jpg
pod-1-blade-5.v12nlab-net - vSphere Client.
Fie Edt Vew Inventory Administration Pha-ns Help

(+ N~ ‘g Home b g Inventory b B Inventory

& €
& ow s octine
= Resource Poal...
B Erter Mantenance ods
Resonfor Datstores, GocoSystams nc
Add Permission. .. Ctri+p fonpeent
scPus 225 e
B oo k) seoni®) U
- Rt T B30
e et ot -
Repat sy
it PP 2
[y i
Hyperthreadng: Active
ks s 5






images/00421.jpg
General | vsphere Storage DRS.
. Yo ot
lan St e
s porstent s
)
i re— wn
s 140 latency threshoid: 15ms
s [—

[

Syston Sroge Capstity. N

@ weteh
e Otasons hatee
@ 2 storene

User-defad tage Copabity: A

Retren






images/00417.jpg
‘I'he Windows VIV Is In a group that Is @ member of two aifferent nost affinity rules.
As a result, the VM can only run on hosts that satisfy both rules.

DRS Host Group 1

pod-1-blade-5 |  pod-1-blade-6  pod-1-blade-7 |  pod-1-blade-8

DRS Host Group 2






images/00416.jpg
Rue | o5 Goups Manager |
o the e e e nd hoose sty fromthe e el
‘Then, select the entities to which this rule will spply.
e
randsory e ety Rl

(e
it taoes toFoss

oRs Grops
o
[ e
ot etz v =
Cutor ot roup:
ost-roup-t =

5 Virtual machines thet are members ofthe Cluster DRS VM Group.
™ 0 Ms Must run on hosts i group Host-Group-1.

=1






images/00413.jpg
>
P T—

Gve the newrule a name and choose £5

type from the menu below.
Then, select the enities to which this rule vl apply.
~Name.

Fanole s e

e

[fee Wt s Tooser

Separate Vitual Machines
[Vrtual Machines to Hosts






images/00412.jpg
Fio Edt View loventery Advinstraton Pugns Help
K B3 (@ rore b gl ivertory b [ Hostsand Custers

:
2 e
veenter-01.v12niab.net pod-1-blade-6.v12nlab.net VMware ESXI, 5.0.0, 441354 | Evalual
L
A R R T
0 potiadesvian| [
B ew Vetualachie... culn
& Nesw vApg Ctrk ey
L liai = | 8CPUs x 2,925 GHe.
prm— | k) Yooy G
CRerer e i
|
Rescen for Datastores.. |
:
pr—— aw |1
o o
Host Prfie > active
B st Down Comvected
Enter Standby Mode lates: 4+
B rebost Yes
@ poveron | Intel® ‘Nehalem” Gen. 71
- — (Xeon® Core™ 7)
pere— & carsemio) ©
Report Performance.. Mo E3






images/00415.jpg
Edit DRS Group [x]

N G

Vit machins ok i 2 DRS g Vitualmachires nthis DRS goup
Namecontrsi - [ Noms contans: « [ Cex
Nane: i Nane: T
& wdozor B cbsdioor
& weaszoz B crdiezo
@ oot B a2l
& b0z B sestisoron
& s »
& vemero1
& bl g

st o e






images/00414.jpg
er-1 Settir

Ere=r
ot
[ —
Wiverkorng
Detastore Hesthesting
ghero oRs
RS Groups Hanager
=
Wit vichios ptirs
Power anacement
Host opnens
e
Sucpti Location

e oo il ot and s machoes ny ey e
O e o Vo ma:hok o ok o ot X
G U

T —

L
— T
& st
B o
ul I ]
SR i -
e

O
o T
@ rotcopt
| peoring
i 1 -]

s






images/00409.jpg
\ange EVE Mod

 Disable EVC.  Enable EVC for AMD Hosts  (© Enable EVC for Intel® Hosts

ViMere EVC Mode:

Descrption
Applie the baselne eature sot of ntek Reon® 450 Core™? (‘Penryr”)processors to
bt nthe duster,

Hosts wit the folowing processor types wil be permited to ente the cster:
Ins4B Keoni® 450 Core2 (‘Penryn
Intel® Xeon® Core™ 7 (Nehalen')
104D eon® 32nm Core™ 7 (Westmers'
Intek® Sandy Bridge® Generation

Future Intel® processors

Rt I_l_‘

Compatbity:

5 @ The cluster cannot be configured with the selected Enhanced viotion
‘Compatiity mods; CPU Festures dsabled by that made may curently be i use.
by poweredon or suspended vituslmachines in the cster

[ pockt-blace-8.viZniab et
B pod-t-blade-7.vizniab.net
B poci-blade-s.vizniab.net






images/00408.jpg
\ange EVE Mod

 Disable EVC.  Enable EVC for AMD Hosts  (© Enable EVC for Intel® Hosts

ViMere EVC Mode:

Descrption
Applie the baselne eature set of kel Keon® 327 Core™ 7 ('
processors o all hosts nthe custer.

Hosts it the folowing processor types wil be permited to ente the cster:
IntelB eon® 32nm Core™ 7 ("estmers')

Ints4D Sandy Bridge® Generation

Future Intel® processors

Compared tothe Inte® Xeon® Core™ 7 EVC mode, this EVC mode exposes addtional
(CPU features incding AES and PCLIMULGDQ.
K1 I
Compatbiiy:
= @ The selected Enhinced vHction Compatbity mode cannot be ensbied, because.
the duster contains hasts wth CPU hardware that doss ot support thet made,
0 pocki-blade-5.yizniab.net
pockt-blci7.v12riab. et

]
 pod-t-blade-6.vizniab.net
B podi-blade-5.vizniab.net






images/00411.jpg
e

s e Cang
Lot upted: /192011 OG0 RS

7 Overide Sorepe OF5 rcommendstos






images/00410.jpg
st Recommendations for winZktr2-04. T

S ———
Fouean. St o ek e o 3 o
oty oy | ecrendson =
G Pl A oA ol (U A Foner Gt e |
o B — p—
o Y L L Ir— [Ep—
o 5B s w08 o bk s a1 et [pa——

| Nesrsn] e |

4






images/00406.jpg
ter-1 Sett

g ‘Enhanced viotion Compatibiity (EVC) configures a cluster and s hosts ko masimize viiotion
(e S b S e ok o i
athati stes e ey b s
Wrersany
s naues BTt o Core
srocns Dt T
[re— o e b et o 1S o o7 Colnprcssmsto
Rules: allhosts inthe duster,
-
b e T———
e o (i
I 1 e S )
10 S i e

Futse 020 processors

Compsredtothe Ite® feon® 45 Core™2 EVC mode, ths EVC mode exposes
ol CPU st i 4.2, PORCOUNT, and ROTSCS.

Formeee nfomaion,sae Knowladgs S35 e 1003212

ki | ol
s o] |,






images/00405.jpg
= B3
Wl o Dtk | a0 v |

The CPU Identfiation mask specfles the CPU capabiiiestha this vitual machine requres, so vCenter can
deternine I 5 destination bt s ieble Fo vHotion or cod igraton. I some cases vekues need to be diferent for

AMD processors. These can be st nthe AND Override tab.

Vad valuss o reqiters ars n empty str, or 32 lag characters phs optonsl whiespace and colons.
Regiter | Value (asb. 1sb)

Level 50000001

Levelo

e

~Row detals

ST Reset Alto Defauk
FaMask:

Reset Row to Default

o Concel Heb U






images/00407.jpg
[

ange

 Disable EVC.  Enable EVC for AMD Hosts  (© Enable EVC for Intel® Hosts

e EVC Hode: [l tece® Core™ 7

Descrption
Applies the baseline feature sot of Intek Reon® Core™ 7 (Nehslen”) processars to of
Posts inthe custer,

Hosts it the folowing processor types wil be permited to ente the cster:
IntelB eon® Core™ 7 (Nehalen')

Intel® Xeon® 32nm Core™ 7 (‘Westmers')

Intsk® Sandy Bridge® Generation

Future Intel® processors

Compared tothe Intel® Xeon® 45nm Core™2 EVC mode, thi EVC made exposes
o I
Compatbiiy:

© Curent confiurstion






images/00402.jpg
SelctDestination
“Sec th et e hiter i s mchne

Sele

By
=i o

5 bt v et

§ et

§ ottt i

§ okt it

Foisn canded






images/00401.jpg
SelctDestination
‘Sec the et bosk o e For it kv .

E T ) e

Seec Destiain i O

o s Pt g 3

il (] o e it

Restrto o jeothouiisinind
[Ffctensptiim

Conputiry:
& wanzw

[ —
0 Gty cornmeed e shofoce vk st § s etk WANSS, whehis 10 sl






images/00404.jpg
Machine Pre

rdwa Oions | esorces | s | vsevezs |

e )
eneral Opters w201

vigp Optos. Dbl

P ook Stz o

Poer Mansgene: Standby

Advarced

Genersl Homsl

CPUD Pk Egose 1 fago 1.
VenaryICPU Hotpug DisblecDsstied
oot Optons Norma oot

Five Channel VIV o

UM tsalestion [re—

Swapte Location Use defuk setgs

CPU Mdntfcston Mask.

g the N0 g wll Pcrsase Wiction conpatiy.
betyeen ot ot the cost o Gsabing certan CPU
perfamance 2atures for some gusst aperatng systes.
and spplcatons.

e the 10D g From uest.
 Expose the KK flagto gest

(5o

sstor e

Advarced






images/00403.jpg
etk B —
2 rnrmtren B Teie o et preorlll Qe
u L] ), =

e T






images/00398.jpg
vSwitch0

pod-1-blade-5.vi2nlab.net pod-1-blade-7.vi2nlab.net
] Mt W Mt
l""/ memory (inactive)
4 - bitmap )
VSuitch? file VSvitchO VSuitch2
LR\
>
" P —
~r

vSphere Client

Physical switch

M
memory
bitmap
copy






images/00400.jpg
pod-1-blade-5.vi2nlab.net

vSwitch0 VSwitch2

D

pod-1-blade-7.vi2nlab.net

P M1
Z"/U

vSwitch2

Physical switch

Q

vSphere Client






images/00399.jpg
pod-1-blade-5.vi2nlab.net pod-1-blade-7.vi2nlab.net

0 | M VM1
JIbT | (quiesced, (inactive)
Ay |inctive)

vSwitch0 VSwitch2 vSwitch0 vSwitch2

&

VM1
dirty
memory
fetch

Physical switch

vSphere Client





